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A HOLISTIC APPROACH TO U.S.
ARMY RECRUITING INPUT
ALLOCATION

by John R. Brence, Michael |. Kwinn, Jr., and
David A. Thomas

Allocating Army resources to meet re-
cruiting mission requirements is a very sen-
sitive and important issue. When the mili-
tary services meet their recruiting goals, the
analytical research focus is on how to keep
recruiting constant while reducing inputs
such as recruiters and advertising. Con-
versely, when the military services miss
their goals, the analytical research focus is
on how to increase recruiting while keep-
ing the inputs constant. Today, we may be
faced with the challenge of expanding the
military, requiring more recruits and pos-
sibly less inputs. This research analyzes the
allocation of these inputs to improve re-
cruiting policy and updates the current re-
cruiter allocation model to fit current
needs. This paper was selected as Best in
Working Group 20: Manpower and Person-
nel MORSS 2004 and Finalist for 2004
Barchi Prize.

BAYESIAN STOCKPILE
RELIABILITY METHODOLOGY
FOR COMPLEX SYSTEMS

by Christine M. Anderson-Cook,

Todd Graves, Michael Hamada,
Nicholas Hengartner, Valen E. Johnson,
C. Shane Reese, and Alyson G. Wilson

Logistics require that the U.S. Armed
Forces to purchase weapons, ammunition
and spare parts in large parts that are
stored until the time they are used. In
order to effectively understand the health
of the stockpiles of these systems, it is
important to have statistical models to
estimate both current and future reliabil-
ity at the component and system levels.
This paper demonstrates how reliability
can be monitored for an aging stockpile
with a Bayesian analysis method for a
complex system involving multiple com-
ponents and sub-systems.
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REDUCING AIRCRAFT DOWN
FOR LACK OF PARTS WITH
SPORADIC DEMAND

by Tovey C. Bachman

For sporadically demanded, critical
spare parts, traditional methods of relat-
ing inventory investment to readiness
fail. Setting stock levels for such items
challenged operations researchers for
over 30 years. In 1999, Tovey Bachman
conceived a way of balancing the risks of
being out of stock and over-investing in
inventory for these parts—the Peak Poli-
cy ™. Supported by DLA’s Aging Aircraft
Program, he developed this idea into a
simulation-based method for setting
stock levels, showing that it could reduce
parts shortages and aircraft down as well.
DLA began live testing in 2004 and wider
implementation is underway. This paper
was awarded the 2005 MORS Barchi
Prize.

TWO SENSOR MOTION MODELS
FOR THE DYNAMIC SENSOR
COVERAGE PROBLEM

by Nathan P. Yerrick, Mesut Yavuz and
David E. Jeffcoat

The allocation of sensors is a significant
problem in surveillance, search, and track-
ing, with applications ranging from sea to
space. The widespread development of un-
manned systems provides new opportuni-
ties for these platforms to serve as intelli-
gence, surveillance, and reconnaissance
(ISR) assets, pulling information from the
battlefield into the global information grid.
This paper incorporates ideas from auto-
matic control, stochastic processes, and op-
timization to solve a sensor coverage prob-
lem. The solution methods developed
might be used to give unmanned air vehi-
cles the capability to make autonomous
path planning decisions, or to help a mis-
sion planner determine the number of tar-
get areas that could be covered by a single
ISR asset.

Executive
Summaries
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EXECUTIVE SUMMARIES

OPTIMAL PLACEMENT OF SUICIDE
BOMBER DETECTORS

by Xiaofeng Nie, Rajan Batta, Colin Drury, and
Li Lin

There have been an increasing number of
suicide bombings on US interests, especially in
the Middle East. This article addresses the tactical

question of placement of SB detectors in a poten-
tial threat area. The objective is the minimization
of the number of casualties. The sensitivity anal-
ysis allows a decision maker to select the appro-
priate number of detectors and the appropriate
type of detector in the area being protected. The
work builds off a recent paper by Kaplan and
Kress in the Proceedings of the National Acad-
emy of Sciences.

Military Operations Research, V12 N2 2007



ABSTRACT

evelopment of a useful recruiting
Dmodel requires an in-depth investi-

gation of previous models and the
recruiting processes of today. An objective
study of the quantitative and qualitative
aspects of recruiting is necessary to meet
the future needs of the Army, in light of
strong possibilities of recruiting resource
reduction and increasing mission require-
ments. Our research develops a model with
an eye towards recruiting process improve-
ment. Our methodology builds on Army
recruiting by conducting stakeholder inter-
views with subject matter experts to con-
struct the foundation of a model that is an
efficient starting point for the Recruiter
Mission Allocation process, ensures user
buy-in, and seeks to fill-in process pitfalls
along the way.

Keywords: Recruiting, Resource Allo-
cation, Mathematical Modeling, Data En-
velopment Analysis, Regression, USAREC,
USAAC

INTRODUCTION

When the military services meet their
recruiting goals (early 1990s and today), the
analytical research focus is on how to keep
recruiting constant while reducing inputs
such as recruiters and advertising. Con-
versely, when the military services miss
their goals (late 1990s), the analytical re-
search focus is on how to increase recruit-
ing while keeping the inputs constant. To-
day, we may be faced with the challenge of
expanding the military, requiring more re-
cruits and possibly less inputs.

The key in any environment is the
near-optimal allocation of the tight re-
sources available and the reduction in slack
resources. In this study, we work with the
US. Army Recruiting Command (US-
AREC) and its subordinate Brigades to de-
velop a useful model for allocating recruit-
ers and advertising dollars either optimally
or near-optimally.

Historically, the output of the alloca-
tion model was taken as a starting point for
the final negotiations between commanders
within the recruiting community. By the
end of lengthy negotiations, the outcomes
can bear very little resemblance to the in-
puts provided by the analysts. At issue is

Military Operations Research, V12 N2 2007

the credibility of the model itself. A mea-
sure of our success will be the inclusion of
most opinions into the model development,
thereby ensuring consensus with the re-
sults.

RECRUITER ALLOCATION
CONCEPTS

In October 2003, U.S. Army Accessions
Command (USAAC) drafted the Recruiting
Market Mission Allocation Mathematical
Model Statement of Work. This research
was tasked to the Operations Research
Center of Excellence at the United States
Military Academy, West Point, New York.
This paper is the result of a year-long re-
search study.

USAAC is revisiting USAREC’s re-
cruiter allocation model in order to more
effectively and efficiently recruit new sol-
diers. USAAC/USAREC wants to centrally
locate their recruiters in order to maintain
proper coverage across the nation and im-
prove recruiter management and produc-
tivity.

With a real possibility of an increasing
soldier recruiting requirement (mission)
and the looming possibility of decreasing
the recruiting force and monetary re-
sources, the focus of both the USAAC and
the USAREC Commander is to recruit qual-
ity soldiers efficiently, while maintaining
Army recruiter visibility within all regions
of America and mirroring the United
States’ diverse ethnic demographic. Any
model needs to incorporate flexibility in
volatile and potential “hotspot” pro-Army
recruiting markets in order to focus the
efforts of the recruiters and maintain effi-
ciency. In discussion, both commanding
generals stated the current “status quo” of
recruiting is not a constraining factor; they
welcome fresh, new ideas that could posi-
tion the Army for future success.

Recent studies on recruiting focus on
all aspects of recruiting from advertising
(Brockett et al, 2002) (Dertouzous, 1989) to
the recruiting process (Byrnes ef al, 1988)
(Hill et al, 2001) (Mehay et al, 2000) (Wool-
ever et al, 2003) to a complete USAREC
overhaul (Marsh et al, 1999). The references
listed in this document represent only a
small sample of research conducted on mil-
itary recruiting. These studies focused on
either qualitative or quantitative methods

A Holistic
Approach to
U.S. Army
Recruiting
Input
Allocation

MAJ John R. Brence,
Ph.D.

U.S. Army, Computer
Emergency Response
Team (CERT)

john.brence@us.army.mil

LTC Michael J. Kwinn,
Jr., Ph.D.

United States Military

Academy
michael.kwinn@usma.edu

Dr. David A. Thomas

Loyaltyworks, Inc.
dave@loyaltyworks.com
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A HOLISTIC APPROACH TO U.S. ARMY RECRUITING INPUT ALLOCATION

to improve recruiting. Qualitative findings on
recruiting are quite varied, running the gamut
from a total restructure of USAREC to manda-
tory service of all U.S. citizens (much like Is-
rael). Quantitative research uses models to de-
scribe efficiency, to predict resources and
describe market propensity. Regression analy-
sis, statistics, Data Envelopment Analysis
(DEA), and simulation are common methods
used for this research. Our research describes
both quantitative and qualitative techniques to
prepare for the future of Army recruiting.

U.S. Army Recruiting Command

United States Army Recruiting Command
finds its origin in the Report of the President’s
Commission on the All Volunteer Armed Force con-
ducted by Thomas S. Gates, former Secretary of
Defense, and his commission, appointed by
President Richard Nixon in 1969 (Gates et al,
1970). The All Voluntary Army was born, and
recruitment of the quality and quantity of sol-
diers fell directly on USAREC and its predeces-
sors’ shoulders. We have not conducted a mil-
itary draft since the commission reported its
findings.

There were many pitfalls in the early days
of recruiting, and it was not until 1979, when
General Maxwell Thurman grabbed the reigns
of USAREC as the Commanding General, that
significant measures were taken to improve
Army recruiting. Thurman provided USAREC
with a new focus, direction, and know-how to
create a foundation for successful recruiting.
He implemented sophisticated managerial
techniques, redefined the USAREC mission,
and focused his staff efforts on the “All-Re-
cruited Force”. A critical accomplishment of
Thurman was convincing Congress to allow
paid television advertisements for recruiting in
addition to the scarce free public service an-
nouncements, formerly the norm (Thurman,
1986).

As of this study, USAREC is meeting its
recruiting requirements in all categories; where
a category generally equates to male/female
and associated threshold for the Armed Forces
Vocational Aptitude Test (ASVAB) score. This
has not always been the case. At the end of

fiscal year 1998, the Department of Defense
missed its military recruitment contract mission
and there was some concern that a return to the
draft was possible. The U.S. Army was short
about 17,000 recruits that year (Cavin, 2004).
The then-Chairman of the Joint Chiefs of Staff,
General Hugh Shelton, testified to the Senate
that “he would hate to go back to the draft”
(Senate Armed Forces Committee, 1998). Gen-
eral Shelton’s comments to the Senate spawned
many studies over the years in order to main-
tain a professional, effective military while
avoiding the draft. Recently, in 2005, USAREC
failed to meet its recruiting requirements in all
categories.

The current USAREC brigade and battalion
areas of responsibility are shown in Figure 1.

U.S. Army Accessions Command

The U.S. Army Accessions Command is a
fairly new command subordinate to Training
and Doctrine Command (TRADOC); estab-
lished by general order on 15 February 2002.
USAAC’s mission is to provide integrated com-
mand and control of the recruiting and initial
military training for the Army’s officer, warrant
officer, and enlisted forces. The goal of USAAC
is to meet the human resource needs of the
Army from first handshake to first unit of as-
signment; this command transforms volunteers
into soldiers and leaders for the Army. USAAC
is responsible for the management of recruiting
enlisted, warrant officers and commissioned of-
ficers in both the active and reserve component.
USAAC is the parent organization of USAREC.

Most of the recruiting research is coordi-
nated through the USAAC Studies and Analy-
sis Program under the direction of the Center
for Accessions Research (CAR). This center was
developed to manage recruiting research and
house the research library for recruiting stud-
ies. The CAR is stationed at USAREC head-
quarters at Fort Knox, KY.

CLIENT’S INITIAL PROBLEM
STATEMENT

According to the original statement of
work entitled, “Recruiting Market Mission Al-

Military Operations Research, V12 N2 2007
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USAREC Organization

1st Bde (9)

1A Albany

1B Baltimore

1D New England
1E Harrisburg
1G New York City | 3G Miami

2d Bde (9) .

3A Atlanta £ 8)
3D Columbia 5A Chicago 4C Dallas
3E Jacksonville | 5C Cleveland 4E Houston
5D Columbus 4G Kansas City 6G Phoenix
3H Montgomery | SH Indianapolis | 4| New Orleans 6H Portland

3l Nashville 51 Great Lakes | 4J Oklahoma City | 61 Sacramento
3J Raleigh 5J Milwaukee 4K San Antonio
3N Tampa 5K Minneapolis | 4L Des Moines
3T Jackson 5Z 3d AMEDD | 4N St. Louis

6th Bde (8)
6D Denver
6F Los Angeles

OCONUS
Alaska
Hawaii
Puerto Rico
Germany
6J Salt Lake City | Japan

6K Southern Cal | S. Korea
6L Seattle Guam

1K Mid-Atlantic
1L Pittsburgh
1N Syracuse
10 Beckley

1Z 1st AMEDD

Figure 1. USAREC Brigade Organization.

location Mathematical Model”, the client’s ini-
tial problem statement was two-fold:

key stake in the outcome of this study. This
study focused on the CONUS Brigades (Figure
1) to determine the number of recruiters each
command will receive. Ideally, each command
would like to be heavily resourced with recruit-
ers and lightly burdened with recruitment mis-
sion due to the considerable emphasis placed
on recruiting mission success. The impact of
moving one recruiter or allocating one more
recruit to the mission could result in a com-
mand failing its mission, which requires a de-
tailed explanation of the reasons for failure di-
rectly to the higher headquarters.

e Develop a model to optimize the placement of
recruiters and mission distribution by category.

o Use optimization techniques to study, and then
develop a mathematical model to optimize terri-
tory allocation, placement of recruiter stations,
recruiter allocation, and mission distribution
with resolution at company level within given
agreed upon constraints.

These tasks solely focused on a mathematical

solution to optimize USAREC’s recruiting mar-
ket and recruiting tasks.

RESEARCH METHODOLOGY

Allocating Army recruiters to meet mission
requirements is a very sensitive and important
issue. Each level of command in USAREC has a

Military Operations Research, V12 N2 2007

The literature review reveals that similar
studies were conducted in the past in order to
meet changing American demographics, Army
Vision, and resource constraints. The ever-
changing recruiting environment requires US-
AREC to periodically reevaluate its allocation
model and process to ensure the Army gets the
quality and quantity of soldiers needed to de-
fend our nation.
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Our approach to this study varies from the
previous research. We attempt to systemati-
cally capture all the factors in this study using
an iterative process known as the Systems De-
cision Process (SDP). This process was devel-
oped at the Department of Systems Engineer-
ing at the United States Military Academy,
West Point. The process was modified from the
Systems Engineering and Management Process
(SEMP) developed by McCarthy et al, 2003. The
revised process was created from a collabora-
tive effort of many individuals over time and
the current process is captured in Parnell et al,
2006.

Figure 2 is a diagram depicting the flow
and iterative nature of the SDP. The SDP con-
sists of four phases, shown as circles, and nine
total steps which are named within each phase.
The initial and most important phase of our
research is Problem Definition.

Political |

Social

.

2

Al

&

§' Decision ;2L '13}
" Makers & Decision *
: -

S Stakeholders Making ‘j
wn

€

Q

=

=

%)

ssessment g reedpack

STAKEHOLDER ANALYSIS

The Stakeholder Analysis is the first step of
the Problem Definition. Stakeholder Analysis is
important because it assists the researcher in
the exploration of the true underlying problem,
it helps either to focus or to broaden the scope
of the study, and of particular importance, it
facilitates user buy-in of the research. By inter-
viewing the key players above and below the
decision-maker level, we determine the rele-
vant needs of the system studied. From the
needs, wants, and desires of our stakeholders,
we can derive the functional requirements and
objectives of our study, and in the end, our
revised problem statement that focuses on the
true crux of the problem.

The use of a systematic approach that in-
cludes Stakeholder Analysis is the main differ-
entiation from the previous research. We want
to gather information and opinions from the

£94 pnoys jeyp — el pu3 paiisad

Figure 2. Systems Decision Process (SDP) (Parnell et al, 2006).

Military Operations Research, V12 N2 2007
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key players in the recruiting process in order to
best address the issue of recruiter allocation
and missioning. The current problem statement
provided by USAREC is simply to build a bet-
ter mathematical model to address recruiter al-
location, mission allocation, and possibly, re-
cruiting station location (USAREC, 2003). As in
any solid analysis, we wanted to first confirm
that this statement captured the scope and fo-
cus of the issues USAREC wanted to resolve in
our study.

Stakeholder Interviews and
Interview Questions

We conducted stakeholder interviews with
LTG Cavin (Cdr, USAAC), MG Rochelle (Cdr,
USAREC), COL Varljen (USAREC CoS), the Re-
cruiting Brigade Commanders, Brigade Head-
quarters Staff, Brigade Market Chiefs and Bri-
gade Marketing Analysts. In addition, we
visited several joint recruiting stations to gain a
perspective of allocation impacts at the lowest
level and to speak with some of the other ser-
vice recruiters.

We conducted the interviews prepared
with a general question set that was geared to
start a discussion. In many of these interviews,
we were able to stray away from these ques-
tions and discuss more pertinent issues that the
stakeholder wished to address. The comments
by our prime decision maker are of greatest
significance.

Commander, USAREC Comments

One of the toughest questions dealing with
recruiting is how to maintain an efficient re-
cruiter presence in a location without losing
touch with the community. The Commanders
are willing to accept the risk of not having
recruiting personnel in every market, if that
strategy leads to a better recruiting perfor-
mance in another area within their command.
The question to be answered is which markets
have the best and worst propensity for recruit-
ing, especially in light of the current state of the
military and the public opinion on U.S. war-
time operations.

Military Operations Research, V12 N2 2007

The USAREC Commander’s Intent, from
MG Rochelle, was to foster a recruiting envi-
ronment to attain a significantly increased
write-rate i.e. the number of contracts a re-
cruiter writes in a month (Rochelle, 2003). In
addition, he commented there is a need to add
flexibility to the allocation staffing process and
affirmed his willingness to assume risk in areas
of the country with low market value i.e. hard
to recruit areas. MG Rochelle broadened the
scope of our research to provide USAREC with
a means, not necessarily a new allocation
model, to meet this guidance.

Other Stakeholder Comments

Most of the Brigade Commanders and their
staff are concerned with the allocation of re-
cruiters and mission within their command
(USAREC Brigade Commanders, 2004). There
is much concern about the current allocation
process, especially with the mathematical
model used to assign recruitment mission and
recruiters. The staff process used to determine
each Brigade’s recruiting mission and the allo-
cation of resources (money, recruiters etc.. . .) to
those Brigades is called Recruiter Mission Allo-
cation (RMA). The current RMA process takes
up to six months to complete, and the final
allocation often bears little resemblance to the
mathematical model’s solution. The current
process starts with the result of the allocation
model and then requires a “rebuttal process”
by the recruiting brigades. The rationale behind
the rebuttal process is that the current model
does not do a very good job of predicting re-
cruiting resource needs at the lowest level and
fails to provide any insight into future needs or
where to assume risk. We understand that no
model is perfect; however, we believe that more
information may be garnered from a model
with predictive ability, not a model based on
demographics only. Oftentimes, the demo-
graphic data used in this model is not current
which is another reason to review the current
model and practices.

REVISED PROBLEM STATEMENT

A significant finding from stakeholder
analysis is that the revised problem statement

Page 9



A HOLISTIC APPROACH TO U.S. ARMY RECRUITING INPUT ALLOCATION

encapsulates two distinct areas. The first area of
concern is the modeling aspect of the study that
was previously tasked by USAREC. We are to
create a model that allocates mission and re-
cruiters to best recruit future soldiers. The sec-
ond area of interest, gleaned from Stakeholder
Analysis, was a need to develop courses of
action to update processes and practices of
Army recruiting in order to synchronize the
mathematical model results with stakeholder
needs and desires. This two-pronged approach
is essential to provide a holistic solution to the
problem and to meet MG Rochelle’s intent.

Revised Problem Statement: To develop a flexi-
ble and efficient USAREC strategy that improves
the enlistment missioning and recruiting process in
terms of resource allocation, marketing, and market
positioning with an objective to foster a recruiting
environment to attain a significantly increased
write-rate.

The revised problem statement is more holistic
in nature. This statement is not focused entirely
on a mathematical model; it also encapsulates
the potential for policy change within US-
AREC. The combination of a near-optimal
mathematical model and the correct recruiting
policy adjustments could better perpetuate the
recruiting goals determined by the U.S. Army
and USAREC.

RECRUITER ALLOCATION MODEL

The current USAREC missioning model is
heavily weighted on past recruiting perfor-
mance, uses limited market analysis for its in-
puts, and ignores current economic conditions.
The model is not predictive in nature and pro-
vides no flexibility to the decision-maker in
terms of sensitivity analysis. The basis of the
model is demographic in nature and assumes

Market Identification

A

that past demographics reflect future demo-
graphics. Also, many of the variables are re-
dundant and skew the results to a less than fair
share of recruiters to certain brigades, while
other brigades are allocated more recruiters
with a smaller brigade recruiting requirement.
Importantly, the advertising response function
has been shown to be Cobb Douglas in many,
many studies since the early 1950s. (Allenby et
al, 2004) (Kao et al, 2005) (Marks, 2005) (Thur-
man, 1988).

Our aspiration is to prevent model mis-
specification by conducting in-depth research
and analysis to find the critical inputs and out-
puts of such a model. We see the model as a
two-step model that first defines the recruiting
markets, then allocates recruiters effectively.
The outputs of the Market Identification model
are the inputs into Resource Allocation model
(Figure 3).

From our stakeholder analysis, we have de-
termined that the model needs to include re-
cruiting efficiency and/or propensity to enlist
into the Army.

MARKET IDENTIFICATION MODEL

Step one of the two-phased recruiter allo-
cation model is the market identification
model. In this step, we created a model to de-
termine which markets, referring to the battal-
ion-level recruiting areas for a brigade, are out-
performing any other market. From this model,
we can determine the location of pro-Army
markets and ensure those battalions are fully
resourced in their recruitment effort. This ide-
ology realizes that if a market is not producing
Army recruits, theoretically this battalion will
not be allocated any resources and essentially
shutdown. We will focus our attention on those

Recruiter Allocation

A 4
v

A

Feedback | <

Figure 3. Two-phased Recruiter Allocation Model.
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markets that are pro-Army in order to set the
conditions for Army recruiting success.

The market identification model uses the
same techniques as derived in Brockett et al,
2004. Brockett discussed the use of regression
coupled with Data Envelopment Analysis
(DEA) to determine the best strategy for re-
cruiting advertising mix. His methodology is
applicable to this study in that it will enable the
user to determine relative recruiting efficiency
in the current USAREC markets. By determin-
ing recruiting efficiency, we mitigate the effects
of managerial inefficiency which allows us to
focus our recruiter allocation efforts on the
more efficient markets. We chose to model at
the battalion level conducting allocations
monthly; however, the model may be altered to
evaluate longer time frames. Modeling below
battalion level provides an increased challenge
since current data feeds and census data are
relative to battalion recruiting areas.

Regression Model Input to Market
Identification Model

From our research, we created the follow-
ing linear regression model as the initial, simple
basis to predict potential recruitment contracts

Table 1. Variable definitions

defined as the summation of Graduate Male
Category Alpha (GMA) and Prior Service (PS)
contracts for a specific area i for month t. We
define a potential recruitment contract as the
initial signing of a contract by a recruit which
may lead to a recruit attending basic military
schooling. Past contracts of categories GMA
and PS are generally good indicators of a good
market for Army recruiting (Rochelle, 2003)
(USAREC Brigade Commanders, 2004). Equa-
tion (3.1) is the foundation of our market iden-
tification model

Con;, = By + B1Pop;; + B.OMA;, + Bslnc;,
+ BuUmp,; + BsR;; + BeAd;; + B;Con; 1,
+ BsCon;, 5+ BoConyy 5 + B1oConyy g + Buat

+ Si,t (31)

where the definitions of these variables are
shown in Table 1.

The independent variables Con;; i,,
Con;; 5, Con;;_,, Con;,_,, and t are included in
this equation in order to pick-up any trends,
seasonality or the recent recruiting situation in
area i. The Pop;; and QMA,, variables differ
from previous research since they widen the
range from 17-21 year olds to the 17-29 year

Con; , summation of GMA & PS contracts in battalion areai =1, ..., 41 for month t = 13, ..., 45
Pop; 17-29 year-old male population in battalion area i for month ¢
QMA,, 17-29 year-old quality male population in battalion area i for month ¢

Inc;, Median income in battalion area i in month ¢

Ump;,  unemployment rate in battalion area i for month ¢

R;, summation of recruiters Regular Army (RA) and U.S. Army Reserve (USAR) responsible for
recruiting in battalion area i for month t (Note: partially-missioned recruiters may be
expressed as a fraction)

Ad;, amount of advertisement dollars spent in battalion area i for month ¢

Con;, ;, summation of GMA & PS contracts in battalion area i for month ¢ — 12 (or for the same month

of the previous year)

Con;, ; summation of GMA & PS contracts in battalion area i for month ¢ — 3 (or three months earlier in
the same year)

Con;, , summation of GMA & PS contracts in battalion area i for month ¢ — 2 (or two months earlier in
the same year)

Con;, ; summation of GMA & PS contracts in battalion area i for month t — 1 (or one month earlier in
the same year)

t observation month (Note: we start with ¢ = 13 so it is understood that we need data for the year
prior when t =1, ..., 12)

€ error derived from the regression

Military Operations Research, V12 N2 2007
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old male population. The range of ages is ex-
tended to 29 years to take into account college
students, especially those on the “greater than
four year plan” or working and/or struggling
their way through school, and to account for
the prior service military population that could
be recruited into the USAR. The other indepen-
dent variables were chosen based on past re-
cruiting research (Brockett et al, 2002) (Byrnes et
al, 1988) (Dertouzous, 1989) and the ability of
USAREC to obtain this data. Important to note
is that we tested the use of interaction terms in
the regression equation and found no signifi-
cant benefit.

Unlike past research, we do not use quotas
in this model. These older models used require-
ments for specific race and/or sex as variables
in the recruitment equation. In our case, we do
not use such variables; we will utilize DEA to
understand and model the impact of “mis-
sions” or quotas based on the resultant resourc-
ing of recruiters and dollars to a certain location
demographic.

DEA Overview

DEA is a methodology used to separate
efficient and inefficient performers. This section
provides a brief discussion on those points that
are relevant to this study. For a more in-depth

discussion on this methodology, see (Cooper et
al, 2000).

Figure 4 facilitates our discussion of DEA
and shows an example of the efficiency frontier
created by invoking the DEA methodology.
The crux of this methodology is to develop a
comparative efficiency policy as determined by
the inputs and outputs. The points A, B, C, and
D are developed from the data input and out-
put coordinates derived from the envelopment
model. The points F and G are more theoretical
in nature and their placement in Figure 4 is not
discussed in detail.

The solid line segments in this figure create
the efficiency frontier. Any point along this
frontier is given an efficiency value of 1 or 6* =
1 in which movement along this frontier entails
a trade-off between the input and output val-
ues. One can see that a movement from point A
to B necessitates an increased level of input to
achieve an improved output. This also occurs
when moving from B to C.

The extended frontier, shown as the broken
line segments terminating with arrows, does
not follow the same input-output trade-off as
described for the efficiency frontier. In this
manner, the movement from G to A results in
an output improvement while maintaining the
same input level. Likewise, the movement from
F to C displays a reduction of the input while
maintaining the same output level. Together,

Output

Input

Figure 4. Efficiency Frontier (Brockett et al, 2004).
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the extended frontier and the efficiency frontier
envelop all of the other data observations. Be-
cause the entire data set (representing the set of
production possibilities) lies within the enve-
lope formed from a subset of the data on the
efficiency and extended frontiers, we call this
method Data Envelopment Analysis.

The point, D, is recognized as an inefficient
performer, since its combination of input and
output do not place it on the efficiency frontier.
In this case we define point D’s efficiency rating
as 6y < 1 and (1 — 6))x, represents the input
reduction needed to eliminate the inefficiencies
in D’s performance, where x, is the current
input level. Determining this input reduction
leads to increased efficiency.

As an example to highlight this methodol-
ogy and focus it on our study, suppose D is a
recruiting battalion’s output for the current
month. Since D is not performing efficiently
relative to the other battalions on the frontier
(A, B or C), then a decision should be made to
alter the recruiter and/or advertising dollar in-
puts to theoretically position D closer to or on
the efficiency frontier for the next month.

DEA and Regression

We chose to use a more sophisticated
model than Equation (3.1) for two reasons.
First, this model does not provide any insight
into recruiting efficiency. Our solution to this
issue is that recruiting efficiency may be at-
tained through DEA as outlined in the DEA
Overview section. Second, the linear relation-
ship of Equation (3.1) does a poor job in emu-
lating the true recruiting markets. For example,
a linear relationship between contracts and the
number of recruiters is sub-optimal since at
some point we would saturate the market with
recruiters; in this case more is oftentimes not
better. The same argument may be made for
advertising dollars.

To more closely emulate the true recruiting
markets, we use a logarithmic transform of a
Cobb-Douglas production function which from
economic theory is said to be technically efficient
(Cobb et al, 1928). Previous research in this area
has also utilized this approach (Brockett et al,
2002) (Dertouzous, 1989). A Cobb-Douglas
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function is technically efficient for private sec-
tors, assuming that inefficiency leads to a dis-
banded company. However, since we are mod-
eling the public sector, where an agency may or
may not be successful and still be in business,
we need to integrate another means to adjust
for efficient performers. We use DEA to make
this adjustment.

From this discussion, we can formulate
Equation (3.2) to identify the best markets.

Log(Con;,;) = By + B1Log(Pop;,)
+ B,Log(QMA;,) + BsLog(Inc;,)
+ ByLog(Ump;,) + BsLog(R;,)
+ BsLog(Ad;;) + B;Log(Con;;_15)
+ BgLog(Con;,_3)
+ ByLog(Con;;_,)
+ BioLog(Con;,—1) + By1Log(t)
+ Degrr, [ vo + v1Log(Pop; )
+ y,Log(QMA;,) + ysLog(Inc;,)
+ ysLog(Ump;,) + ysLog(R;,)
+ ysLog(Ad;;) + y;Log(Con; ;1)
+ ygLog(Con;;_3)
+ y9Log(Con;;_,)
+ yi0Log(Con; ;1) + y11Log(t)]
+ &4 (3.2)

where y; are coefficients for each input to ac-
count for the efficient and inefficient perform-
ers. These coefficients and corresponding vari-
ables are “activated” by the variable Dppp
which returns a value of 1 for an efficient per-
former and 0 for inefficient performers from
our DEA analysis (Brockett et al, 2002). All of
the other variables were discussed in detail in
Table 1.

In our case, elasticity refers to the impact of
the number of contracts based on a marginal
increase or decrease of a resource variable.
From the market identification model, the elas-
ticity for an efficient performer for a given in-
put is identified by g; + ;. Similarly, the elas-
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ticity for an inefficient performer for a given
input is simply B;. For example, when operat-
ing efficiently, the elasticity for the population
variable (Pop; ;) will be B; + vy;, whereas when
operating inefficiently, the elasticity is B;
(Brockett et al, 2002).

Equation (3.2) was formulated through a
two-stage approach as proposed by (Brockett
et al, 2002). The first step was to run DEA on
the raw data to distinguish between efficient
and inefficient performers. The second step
was to run a regression with the logistic
transform of the independent and dependent
variables using the entire dataset merged
with the observation values for efficient per-
formers discovered from DEA. The conglom-
eration of this technique is shown in Equation
(3.2) where the portion of the equation related
to the B;’s is the regression function of the
entire dataset and the portion starting with
Dgpp,, is derived from DEA and only incor-
porates data from the efficient performers.
This model is the basis for the objective func-
tion in Equation (3.3).

It is important to note that any observation
for variable input into this model cannot be
zero. The log transform is undefined for zero
values. Therefore, the size of the recruiting area
investigated should not be smaller than the size
defined by recruiting station boundaries; this
assumes that at least one quality recruit is con-
tracted by each recruiting station each month.
We chose to model at the battalion area level to
alleviate any such problems; this approach
aligned with USAREC’s wishes.

RECRUITER ALLOCATION MODEL

The second phase of this model is the allo-
cation of recruiters to the best markets. In order
to be more precise, we combined like variable
inputs from Equation (3.2) for the objective
function, i.e. B + v for all variables. In addi-
tion, we transform these components back to a
Cobb-Douglas production function using the
exponential transform. Our model formulation
for the prediction of a specific battalion
monthly contracts (Con, ,):

Max GMA + PS Contracts (Con;, )

I
= X, P Popl M OMAL P Incly T Umpl

i=1
Bs+ s A 7Bs + v6 Br+ v Bs + vs
RE; T PAd T Congy ~ Conyy 3
Con®; * 'Conf " 7tbn =1 (3.4)

Subject to:

M~

Ry =C
1

C; = # recruiters available for the month
(3.5)
Ri’fs Cz, i=1...1

C, = max recruiters per area (3.6)
I
> Adyy =G,
i=1

C; = total advertising budget for the month
(3.7)
Ad;y=Cyi=1...1

C, = max advertising monies per area (3.8)
I
> Con;, = Cs

Cs = USAREC monthly recruiting mission
(3.9)

where all variables are non-negative. Variables
are previously defined in Table 1.

Equation (3.5) constrains the number of re-
cruiters assigned at or below the total number
of recruiters available for duty for the current
month. Equation (3.6) constrains the number of
recruiters assigned at or below some maximal
value per recruitment area for the current
month. Equation (3.7) constrains the amount of
advertisement dollars at or below the total ad-
vertising budget for the current month. Equa-
tion (3.8) constrains the amount of advertise-
ment dollars spent on a particular recruiting
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area at or below some maximal amount for the
current month. Equation (3.9) ensures that our
potential contracts meet or exceed the USAREC
recruitment mission for the current month for a
specific recruiter and ad dollar allocation. In
addition, we adhere to the requirement that all
decision variables used in this mathematical
program are non-negative.

This formulation will position recruiters
(and advertisement dollars) in recruiting areas;
it does not delineate between a RA and USAR
recruiter. It places a recruiter in a market based
on the total number of recruiters available
(RA + USAR). If the location of USAR recruit-
ers is a concern, we suggest that USAR recruit-
ers are assigned against allocation totals in ar-
eas closest to USAR centers. The number of
USAR recruiters could be varied based on the
size of the USAR center.

DATA ANALYSIS AND MODELING
RESULTS

To exercise our theoretical approach, we
attained data for the variables listed in Table 1
from USAREC’s databases and the 2000 Cen-
sus. These data are the foundation of our model
since the information contained within the data
provides us with insight of which recruiting
battalions are working efficiently during a spe-
cific month. Our model uses data from the pe-
riod FY01 to 3d Qtr, FY04. The FY01 data seg-
ment is used only for past contract information
(t = 1...12). The bulk of the data modeled
resides in FY02 to 3d Qtr, FY04 (t = 13.. .45)
and from this data; we develop an advertising
and recruiter allocation plan for July 04 (t = 46).

Data Properties and Descriptions

The dependent variable, Con;; is the num-
ber of GMA+PS contracts in battalion area i =
1, ..., 41 for month t = 13, ..., 45. Graduate
Male Category Alpha (GMA) are male recruits
that graduate high school with a high recruit-
ment quality rating. Prior Service soldiers (PS)
are counted because these recruits are vital to
the USAR mission. The GMAs and PSs are

Military Operations Research, V12 N2 2007

added together to create a single value for a
specific battalion in a specific month.

Pop;; and QMA,, are differing 17-19 year
old male population variables in that Pop;, in-
cludes all 17-29 year old males and QMA; ; only
maintains those 17-29 year old males that meet
the quality standards as imposed by USAREC.
We only had yearly data available for these
variables, so each month in a specific year had
the same value. There were; however, different
values for each of the 41 battalions. Albeit these
variables appear to be collinear, we retained
them in the model at the request of several
primary stakeholders.

Inc;, is the median household income for a
specific battalion area in a certain month. This
specific data was not available to us, so we had
to construct this data from the 2000 U.S. Census
by zip code median household income tables.
This data was calculated forward to our mod-
eled time period using historic monthly infla-
tion data found at www.inflationdata.com. The
median household income for each battalion
was then derived from the previously calcu-
lated monthly zip code data for a specific
month.

Ump,, is the unemployment rate as pro-
vided by USAREC. The Ump; ; was available for
each battalion for each month.

R;; is the sum of RA and USAR recruiters
recruiting within a battalion area in a specific
month. This information was also available
from USAREC for each battalion for each
month.

Ad;; is the amount of advertising dollars
allocated and used by a specific battalion in a
month. The data we received from USAREC
was a quarterly summary for each fiscal year.
In order to get the data into a monthly format,
we simply divided the quarterly monies into
equal monthly amounts.

Con;;_4,, Con;;_5, Con;;_, and Con;,_, are
calculated in the same manner as the depen-
dent variable Con,;, except for a different
month; twelve months prior, three months
prior, two months prior and one month prior,
respectively.

t is the observation month. Our data obser-
vations range from t = 1. . 45, using t = 13. . 45
as the bulk of the modeled data, and we allocate
advertising money and recruiters for t = 46.
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DEA Analysis

We conducted DEA analysis on 33 months
of data (t = 13.. .45) for 41 battalions or 1,353
observations. To determine the efficient obser-
vations, we used the “max out” optimization
mode (to maximize the output given the cur-
rent inputs) coupled with the varying scale
mode (outputs fall off as input levels rise). The
varying scale mode is also referred to as the
BCC (Banker, Charnes and Cooper) model
(Banker et al, 1984). In our study we use these
DEA model specifications because Army re-
cruits are in limited supply and we cannot as-
sume that even if we receive more recruiters
and advertising dollars that the number of re-
cruits will increase in direct proportion.

From our analysis, we calculated 274 effi-
cient performers out of 1,353 observations (see
Figure 5). The efficient performers are derived
evaluating each battalion within a certain time
period as a single market entity.

These 274 efficient performers’ data values
are re-included in the dataset as efficient values
in order to prepare for the regression Equation
(3.2) i.e. these performers score a 1 for the Dy |
and all others score a 0 (inefficient performers).

DEA and Regression Analysis

Armed with the knowledge of which bat-
talion is an efficient performer in a specific
month, we are now able to run our market
identification model highlighted in Equation
(3.2). Table 2 highlights our results of DEA and
Regression analysis. This table depicts the vari-
able significance for the entire dataset (column
1) and for those determined by DEA as efficient
(column 2). The efficiency coefficient column
depicts the coefficients (previously discussed in
section 0 as B; + v,) denoting the elasticity for
an efficient performer.

Of note, it is interesting to see that AD$ is
not significant at the 95% level in either case;
yet for B, it is significant at the 90% confidence
level. Normally we would eliminate this vari-
able from inclusion in our market identification
model;, however, we maintain AD$ in our
model based on our stakeholders’ desires. The
intercept of this equation is also significant at
the 90% confidence level. In addition, in both
cases, the Inc, Con_12, and Con_1 are signifi-
cant at the 95% confidence level, hinting that
some past contract performances influence ef-

Distribution of scores

0to10 111020 21030 31040 411050

611070 711080 811090 9110999 Efficent

Figure 5. DEA Efficiency Summary Chart (output from Banxia Software, 2003).
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Table 2. Significant variables from DEA and regression analysis

Variables All Data™ DEA Data Efficiency Coefficients
Pop By 0.2922* Y1 —0.0684 Bi+t 7 0.2238
QMA B> —0.3501* Y2 0.1247 Bt v —0.2253
Inc Bs 0.1331* Y3 —0.1813* Bs + s —0.0482
Ump Bs 0.1611* Va 0.0085 Bit Va 0.1696
Recruiter Bs 0.2483* Vs 0.0322 Bs + s 0.2805
AD$ Be 0.0036 Yo 0.0018 Bes T Ve 0.0054
Con_12 B, 0.1563* Yy 0.2256* By + v, 0.3819
Con_3 Bs 0.0782* Vs 0.0275 Bs + s 0.1057
Con_2 Bo 0.2685* Yo 0.0575 Bo *+ Yo 0.3260
Con_1 Bio 0.2706* Y10 —0.1240* Bio T Y10 0.1466
Time B —0.1024* Y11 0.0078 Bii v —0.1102
Intercept Bo + Yo —0.6118

* Statistically Significant at 95% level.
* Includes inefficient performers.

ficient and inefficient performers as does the
median income of the battalion area.

Recruiter Allocation Model Results

From the DEA and Regression results, we
use the efficiency coefficients for the objective
function for our allocation model formulated
previously as Equation (3.4) from the results of
Table 2. The objective function equation is
shown below as Equation (4.1). As an example
resource allocation, we apply this objective and
constraints outlined as Equations (4.2) to (4.6)
for the 41 battalions for the month of July 04
(i=1...41t = 46).

Max GMA + PS Contracts (Con, )

41

_ ~0.61187,,,0.2238 ~0.22537,, —0.0482
=e Popize QMA; 4167"Inc; 46
i=1

0.1696790.2805 4 70.0054~ 03819
Umpias Rise Adiss” Conisy

Conl 5>’ Con 7 Cony 5467012 (4.1)
Subject to:
41
> R, 4 = 6,350 recruiters (4.2)
i=1
R; 4 = 300 recruiters; i =1.. .41 (4.3)
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41
> Ad, 4 = 900,000 dollars (4.4)
i=1

Ad; 46 = 900,000 dollars; i = 1.. .41 (4.5)

4
> Con,; 46 = 7,667 recruiting contracts (4.6)
i=1

where all variables are non-negative.

The values used on the right-hand-side of
the constraint equations are reasonable esti-
mates for available resources. For Equation
(4.2), the 6,350 recruiters depicted is the sum-
mation of RA and USAR recruiters available for
duty. This total was adjusted from 6,296 the
month prior based on the projected increase in
recruiters based on mission requirements. The
300 recruiters shown in Equation (4.3) assumes
that each battalion can only manage at most 300
recruiters in their area based on interpolation of
past data provided by USAREC and a capacity
increase to allow efficient battalions to receive
more recruiters. The monthly total advertising
cap of $900,000 in Equation (4.4) is derived
from past USAREC advertising trends the year
prior. The battalion area advertising cap of
$100,000 in Equation (4.5) is calculated from
past data provided by USAREC and a capacity
increase to allow efficient battalions to receive
more advertising monies. Equation (4.6) en-
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sures that the contract estimation from the
model meets the minimum monthly contract
needs. The monthly recruiting contract mission
of 7,667 is based on a yearly mission of 80,000
recruits, divided monthly, with a 15% buffer to
protect against failed contracts.

We used a genetic algorithm to solve this
model and calculate several allocations of re-
cruiters and advertising dollars in order to
maximize the monthly contract estimate. Our
best feasible allocation is shown in Table 3.

This allocation meets all constraints and
estimates a surplus of 5,101 contracts based on
the goal of 7,667 for this month. At the Brigade
level, the allocation is summarized in Table 4.

The allocations in this example are con-
sistent with the current trends of Army re-
cruiting. America’s Heartland (3*¢ BDE area)
normally produces the least recruits while the
West Coast (6™ BDE area) produces the most.
The southern states (2"¢ and 5™ BDE areas)
normally provide a good recruiting market,
while the northeastern states (1°' BDE area)
are close behind. Our allocations work to sup-
port successful recruiting, not to provide
equal resourcing as desired by the USAREC
Commanding General.

Our modeling effort emulated these cur-
rent trends because DEA unveils efficient
performers by extracting the important input
variable values based on the data modeled.
However, this quantitative result is only
valid in a “perfect world”. Our quantitative
analysis assumes that recruiter and populace
behavior will follow the same data trends
that were modeled. It would be an obvious
error to place total confidence in such a re-
sult; therefore, to ensure a complete analysis
of the problem at hand, we divert our atten-
tion to some qualitative aspects of recruiting
such as policies, procedures and leadership
issues.

RECRUITING PROCESS ANALYSIS

Our decision to study the process of re-
cruiting from the bottom-up is heavily based on
our Stakeholder Analysis. Initially this phase of
our research was not in the scope of the study;
however, it is very clear that there are many

qualitative issues that plague USAREC and
Army recruiting. There was a significant con-
cern about the bureaucracy of choosing recruit-
ing station location and how leases kept recruit-
ers in a potentially stagnant market. Other
comments indicated that the leadership was
inexperienced with recruiting, since most indi-
viduals only spend a three-year tour on task.
Lastly, many stakeholders explained that there
was a lack of effort or an “overwhelming” effect
on new, inexperienced recruiters. Many of
these comments led us to believe that a decent
mathematical model would only solve a por-
tion of the problem and more analysis of the
process was necessary.

The most significant research effort we ac-
complished was to gather a panel of experts to
discuss the future of Army recruiting. Our
panel was comprised of many former person-
nel who served in USAREC and/or were
tasked to conduct similar studies. Many of
these individuals have gone on to be leaders of
industry in related fields such as human re-
sources and marketing. We received expert ad-
vice and feedback on what research was done
in the past and cutting-edge methods used to-
day by industry to recruit and market. In this
analysis, we evaluated potential areas for re-
cruiting process improvement and came up
with several suggestions for USAREC.

The purpose of this workshop was to de-
velop attainable courses of action that focus on
improving USAREC’s current recruiting man-
agement process. We focused our effort on MG
Rochelle’s intent; to develop courses of action
to update processes and practices of Army re-
cruiting in order to achieve a 2.0 write-rate by
FY06, provide recruiting flexibility and man-
agement of recruiting risk in weak markets.

The workshop participants worked in var-
ious divisions within USAREC during the
1980-2000 timeframe. Many of these individu-
als worked as division heads as well as in the
recruiting trenches from Brigade and below.
Included were two individuals who provided
insight specifically on USAR recruiting. Many
of these people have moved on to marketing
and human resource companies that conduct
similar analysis.
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Table 3. Example battalion allocation and projected contracts for July 04

BN ID BN Name July 04 Allocations Projected
ADS$ Recruiters Contracts
1A Albany $4,182.48 50 126
1B Baltimore $12,421.53 268 599
1D New England $2,692.72 140 299
1E Harrisburg $4,827.64 101 166
1G New York City $8,792.30 163 358
1K Mid-Atlantic $7,359.36 124 258
1L Pittsburgh $6,495.90 117 194
1IN Syracuse $8,449.74 130 226
10 Beckley $5,953.93 102 195
3A Atlanta $4,756.15 135 246
3D Columbia $4,439.23 169 330
3E Jacksonville $9,984.62 138 286
3G Miami $11,923.62 146 301
3H Montgomery $14,852.04 171 320
31 Nashville $11,553.56 123 242
3] Raleigh $16,962.75 213 454
3N Tampa $11,414.12 135 285
3T Jackson $7,495.88 92 147
4C Dallas $24,284.66 275 575
4E Houston $15,705.36 211 433
4G Kansas City $16,921.05 156 303
41 New Orleans $9,207.62 132 248
4] Oklahoma City $12,376.46 177 315
4K San Antonio $19,877.66 154 269
4L Des Moines $30,014.86 113 205
4N St. Louis $31,481.30 192 415
5A Chicago $26,380.04 158 303
5C Cleveland $47,550.23 134 203
5D Columbus $39,498.07 142 258
5H Indianapolis $29,019.91 158 352
51 Great Lakes $36,462.37 150 341
5] Milwaukee $42,385.43 134 277
5K Minneapolis $40,756.73 119 237
6D Denver $34,910.67 127 244
6F Los Angeles $43,130.32 233 478
6G Phoenix $38,833.54 251 554
6H Portland $36,796.55 171 343
6l Sacramento $36,315.06 181 403
6] Salt Lake City $42,170.44 147 288
6K Southern Cal $51,171.19 173 358
6L Seattle $40,192.93 145 334
TOTAL $900,000.00 6,350 12,768

RECRUITING PROCESS

ment Workshop, we uncovered several prom-
ising alternatives. Of note were significant

RECOMMENDATIONS modifications to recruiting management and
From the initial stakeholder analysis and policy that pertain to the Army’s accessions
analysis of the data from the Recruiter Manage- strategy.

Military Operations Research, V12 N2 2007
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Table 4. Example brigade allocation and
projected contracts for July 04

BDE July 04 Allocations Projected
NAME ADS$ Recruiters  Contracts
1st $61,175.60 1,195 2,421
2nd $93,381.96 1,322 2,611
5th $159,868.97 1,410 2,763
3rd $262,052.78 995 1,971
6th $323,520.70 1,428 3,002

Growing and Finding Recruits

The primary comment from the group was
to “fish where the fish are,” a drastic change to
Army recruiting which assumes risk in weak
recruiting markets. Those failing markets could
easily be covered by part-time recruiters, kiosks
or by advertising (primarily through the inter-
net). We can keep in touch with America
through the internet and part-time help.
Through our discussion, we continually ex-
pressed that “All markets are not the same.
Some regions just won’t make it.” The idea is to
locate recruiters in strong recruiting markets
and maintain coverage in the weak markets by
other means; an example of economy of force.

Recruiter Management

We determined to be successful in recruit-
ing, the Army needs to be more active in mak-
ing a positive presence in a community. Using
community influencers i.e. teachers, coaches,
police officers as part time recruiting liaisons
will allow the Army to push its message to a
much younger population. These people would
not have a recruiting mission but are compen-
sated based on accessions they refer. These
part-timers are our early contact force (that
does not require the brick-and-mortar station to
operate). This alternative does not shrug off
recruiting college students, which presumably
will always provide quality recruits; it just as-
sists the Army in developing a positive foot-
hold in a growing community.

Some pearls of wisdom gained from the
experienced team focused more on manage-
ment of recruiting personnel at all levels. Most

of the focus was on the recruiter in the trenches
and how we select, train, motivate, manage,
and reward them. In our interviews with many
detailed recruiters, those recruiters that are
taken from other Army specialties to fill-in
shortages of professional recruiters, we found
that they were very adamant about “getting out
of recruiting ASAP!” A course of action that
may increase sales and provide a quicker way
out of recruiting for detailed recruiters is to
provide an overall goal for the three-year re-
cruiting tour (tour mission), where once that
recruiter meets that cumulative goal, they re-
turn to the Table of Organization and Equip-
ment (TOE) Army. Backfilling this soldier is the
only tricky part of this suggestion; however, it
may also provide flexibility and timeliness to
position the replacement recruiter in a station
that is in more dire need. This assumes a Bri-
gade is constrained by the current number of
recruiters.

Another incentive related course of action
is to treat recruiting Special Duty Assignment
Pay (SDAP) similarly to flight pay. Everyone
gets SDAP when entering recruiting, but con-
tinuation depends upon meeting accession
gates at periodic reviews. The accession gates
could be calculated based on monthly write-
rate or quarterly accessions. These reviews
could be done yearly.

Recruiter selection and skills management
is vital to maintaining an effective selling force.
We need to identify recruiters with the mental-
ity and ability to sell ~ and keep them selling.
A good salesman could be a recruiting special-
ist; maybe not a “hard-stripe” soldier. Because
many of these recruiters are not management
material, we should not consider the station
manager position as a step toward promotion.
The recruiting business is the closest the Army
gets to a profit-focused organization; it should
be structured a bit differently. Likewise, we
should consider using a permanent profes-
sional manager as station commander. This
manager may be a civilian or a permanent 79R
(military professional recruiter). Structuring
management in this fashion would maintain
local area knowledge and continuity.

Many of the problems in recruiting are tied
to the detailed recruiting company command-
ers, typically Captains, because they lack moti-
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vation to work in recruiting, are in a “last-
chance to fix their Army career” status or are
not capable of handling the complex nature of
the job. As a form of career progression for
79Rs, we could commission them as warrant
officer recruiting company commanders. This
would keep experienced and effective station
managers in recruiting trenches, but at a higher
level of responsibility (and pay). Training to
prepare the soldier for the new duties should
be minimal based on their previous experience.

In addition, a strategic reserve recruiting
force, coined as the Elite Recruiting Force
(ERF), was discussed to provide flexibility to
the commander either at the USAREC or Bri-
gade level. The ERF would consist of the most
experienced salesmen and a few managers. The
ERF would be established at either the US-
AREC or Brigade level. This elite force would
not have a recruiting mission; they would pro-
vide recruiting flexibility to the commander. If
the ERF was managed properly, they could be
used to 1) re-train stations (on-site) that are
under-performing, 2) conduct spot-checks on
the recruiting practices of stations, 3) provide
flexibility to assist a station with an extremely
“hot market”, 4) plan and conduct special
events to promote the Army and 5) be deployed
to meet a re-emerging market, then work to
maintain a more permanent presence. This idea
is similar to the agricultural concept of “rest-
ing” a farm before seeding it again.

Lastly, we discussed outsourcing cold-call-
ing lead generation to a telemarketing firm. Let
the recruiters recruit and manage the Delayed
Entry Program (DEP). To get a soldier to assess,
there are many tasks a recruiter needs to ac-
complish; one of the most time consuming and
important tasks is to become a physical trainer
for the new recruit. Cold-calling keeps the re-
cruiter tied to his desk in which he loses visi-
bility with the market outside of the recruiting
station.

USAREC Staff Tasks and Policies

Probably the most resounding commentary
from our research was for USAREC to do a
better job of knowledge management. Many of
these studies and/or programs discussed in
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our workshop have been previously imple-
mented or researched. There were two courses
of action that may assist USAREC in knowl-
edge management: 1) Establish a professional
operations research cell at USAREC so that the
past lessons are retained and 2) maintain a pro-
fessional staff in USAREC set-up like a for
profit business with traditional departments
such as marketing and sales. Both the opera-
tions research cell and the professional staff
should be permanent party thereby maintain-
ing domain knowledge. If necessary, these po-
sitions may be civilianized.

Another key idea is to set-up a recruiting
career field for officers and /or warrant officers.
Creating an institutional support career field in
recruiting could improve the promotion
chances for soldiers in the recruiting field and
hopefully dismiss the perception that serving in
USAREC is bad for an Army career. For offic-
ers, this should work the same way as other
career fields work in the Army. The officer will
start out as a functional area designated recruit-
ing officer, and then at the Majors” promotion
board, the officer will select their top choices for
a career field. The intention is to place officers
and warrant officers in this field who actually
enjoy recruiting and/or the ability to live al-
most anywhere in/out of the U.S.

To maintain currency with a changing mar-
ket, USAREC needs to buy all of the data
needed for market segmentation and RMA pro-
cesses. USAREC should make a long-term con-
tract with a first tier data provider. This com-
ment is critical to maintaining a grasp on the
ever-changing recruiting environment. By
gathering the most up-to-date data, USAREC
can maintain flexibility to shift recruiters to
emerging or re-emerging markets; utilizing the
ERF if necessary. Money saved from assuming
risk around the country should be spent on
better market and data analysis.

Professional Research and Support
Group

One of the most important results of this
research was gaining nine more subject matter
experts as research sources. These gentlemen
are very experienced in the field of recruiting
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and recruiting planning and were able to give
excellent insight on the improvement of the
Army’s recruiting system. In addition, they
have provided us with a network of individuals
who could answer any further questions re-
lated to recruiting.

In 2004, The SAS Group announced a
“commitment to sponsor a program designed
to bring together retired senior military person-
nel with leaders in the private sector and aca-
demia to study and facilitate the adoption of
best business practices by the military.”
(SOURCE SAS Institute Inc., 2004). We suggest
creating a more permanent Panel of Recruiting
Experts to assist in the future direction of Army
recruiting. These gentlemen have expressed an
interest in continuing service to USAREC even
though retired. They have provided an exten-
sive amount of information that has application
in recruiting today. From the discussions in our
workshop, they expressed that they were
forced to tackle the same problems in recruiting
during their tenure and could provide insight
on their successes and failures. This would be
an excellent technique to help improve knowl-
edge management at USAREC.

CONCLUSIONS AND FUTURE WORK

Our focus in developing a recruiter alloca-
tion model was to keenly study the required
inputs to develop an efficient, feasible model
that closely describes what is required for US-
AREC to meet or surpass its recruiting mission.
We are very sensitive to the needs of the people
involved in this process and feel that the model
needs “user buy-in” to be effective. The current
and previous models were never validated
with any confidence, even though USAREC
still made mission. Most of the success of US-
AREC lies in its leadership and hard work from
all individuals involved. We would like to
lessen the burden of the RMA process and
set-up each command level for success by cre-
ating an effective model and recommending
several process improvements.

The difficulty in the derivation of this
model is deciding how to succinctly build it so
all parties understand how and why it works,

while taking into account the accuracy of the
model. The model should be useful enough that
only slight modifications are made to the rec-
ommended recruiter resourcing. The benefits of
such a model are that it would lessen the du-
ration of the RMA process and decrease the
workload of the leadership. Ideally, as the
model continues to evolve and the leadership
becomes more confident in the recruiter alloca-
tion model, the RMA process will focus only on
the model result with insignificant feedback
from the recruiting brigades.

The integration of quantitative and qualita-
tive aspects of this research could lead to an
efficient, forward-looking recruiting commu-
nity. We understand that a quantitative model
is not perfect representation of the real world or
future; nevertheless, insights from a good
model lead to better policy decisions from those
commanders and staff officers saddled with the
hard resourcing decisions. Such mathematical
models assist the decision maker by providing
a basis for an educated decision without him
having to thumb-through terabytes worth of
data. Policy decisions generally make-or-break
any market strategy in terms of output. Policy
decisions are often made by and are responded
to by individuals based on qualitative aspects
e.g. motivation and desires. If motivation or
desire is lacking, in either the recruiter staff
and/or recruit, then the Army would be less
likely to meet its recruiting requirements. In
terms of efficiency, it is more beneficial to pro-
vide a quantitative model to provide resourcing
guidelines for a motivated recruiter selling to a
motivated recruit. This is the ideal situation;
one that we aspire to see in the future.

Future directions for this research would
require a test application of the modeled allo-
cation results and validation of the recom-
mended process improvements. This analysis is
important to ensure the real-world significance
of the variables, even though past research has
shown statistically these variables are impor-
tant. Implementation of this model coupled
with the aforementioned process improve-
ments, we believe that Army recruiting will be
successful, especially now, when our country
needs a strong and responsive military.
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ABSTRACT
Bayesian reliability modeling of com-

plex systems, such as a missile sys-

tem, can allow considerable flexibil-
ity to incorporate component and
subsystem level data, expert knowledge
and full system tests. In this paper we
present a unified method for developing a
model that is able to consistently estimate
reliability parameters for all elements of the
model, from system level through to sub-
system and component levels. The model
can be adapted to model the various com-
ponents of the system at different levels of
granularity, depending on where data are
available. In addition, this paper presents
some direction about how Bayesian priors
can be selected to incorporate expert
knowledge of the system in a variety of
ways. An example of a complex system
based on a missile is used to illustrate the
methods.

INTRODUCTION: A BAYESIAN
APPROACH TO STOCKPILE
RELIABILITY

Logistics require the U. S. Armed
Forces to purchase weapons, ammunition,
and spare parts in large lots that are stored
until the time they are used or retired. The
management and maintenance of such
stockpiles, which are collections of similar
complex systems, face many issues related
to the aging of the stored units. Commonly,
the units degrade to a point that they may
fail to function as intended. The central
problem of stockpile reliability is to estimate
what fraction of units within the collection
of similar systems will work. In other
words, we are interested in determining the
probability that a randomly selected unit
from the stockpile will function.

Current strategies for assessing the re-
liability of a stockpile rely on testing the
success rate of a sample of units from the
stockpile. For expensive and complex sys-
tems, the number of sampled units for
these destructive full-system tests, which
are considered the most direct measure-
ments of the success of the system, may
necessarily be small. But many other types
of tests, from component tests to visual in-
spection to functional tests of specific sub-
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systems, are possible and can provide indi-
rect information that can complement the
full-system testing. Typically, the relative
proportion of data available from these al-
ternate sources may dramatically outnum-
ber the full-system tests, and hence their
inclusion into analysis methods can en-
hance prediction and precision of estima-
tion substantially. The challenge is to de-
velop a methodology that allows for the
integration of various sources of data and
information to assess the performance and
reliability of the units in the stockpile.

Ideally, we would like to have enough
full-system tests to be able to accurately
assess the reliability of a stockpile. But due
to cost and other considerations, this may
not always be possible. Fortunately, there
are often other sources of information
available about system reliability. For ex-
ample, complex systems can often be de-
scribed in terms of interrelated subsystems
and components, and data from compo-
nent and subsystem tests may be available.
Here, not only is the information about the
reliability of each piece of the full-system
important, but also the specific nature of
how these pieces are connected to each
other to produce functionality in the sys-
tem. (The distinction between a subsystem
and a component may not always be obvi-
ous. For this paper, components are the
smallest subunits we want to test and sub-
systems are portions of the entire system
which represent collections of related com-
ponents.) Other sources of information also
include engineering knowledge related to
the components, the subsystems and/or
the full system, visual inspections and
other non-destructive testing, such as elec-
tronic diagnostics and battery checks.

The Statistical Sciences Group at LANL
continues to develop a suite of methods
and tools, collectively known as Informa-
tion Integration Technology (IIT), that al-
low the combination of information from
various sources to predict performance and
reliability for complex systems with limited
or no data from full-system tests. In this
paper, we describe one application of IIT to
the assessment of performance, reliability
and shelf life of units within a stockpile that
combines full-system tests with component
tests and engineering judgment. The key
aspects of this approach that will be ex-
plained in some detail in this paper are (1)
a unified method for consistently allows for
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prediction at the system and component levels,
and (2) how expert judgement and other indi-
rect sources of knowledge about the system can
be incorporated into a single model through
informative Bayesian priors to maximize the
information summarized in the overall model.

By modeling the reliability of each of the
systems, using data from the entire stockpile,
we can answer not only, what is the probability
that a particular unit will perform as intended,
but we can also give point and interval esti-
mates for the expected proportion of working
units in our stockpile. Since the units are all
from the same population, the center and
spread of the distribution of the stockpile reli-
ability can be estimated as a function of the
individual probabilities of success.

APPLICATION: MISSILE OVERVIEW
Background and System Model

The methodology presented has been ap-
plied to a particular missile, but for clarity of
presentation, we have simplified some details
of the system. We precisely describe the mod-
eling and statistical procedures followed, and
preserve all of the features of the system that
provided statistical challenges for the analysis.

Some of the key characteristics of the sys-
tem presented include the following: First, the
system can be logically decomposed into sub-
systems, which are natural groupings of com-
ponents focused on a particular task of the mis-
sion. Some of the subsystems combine directly
to form the system, while other subsystems
may be nested within subsystems. The form of
the system representation is largely driven by
where sources of data are available and how
the engineers best feel the system functions can
be summarized. Second, data are available at
some, but not all, of the components and sub-
system. Third, there are several variants of the
missile. Treating each variant as possibly hav-
ing different reliability can increase the preci-
sion of the estimation process relative to group-
ing together nonhomogeneous variants (for
example, systems which do not share all the
same components or were produced by differ-
ent manufacturers), and help provide insights
into which variants are more likely to fail.

For the example presented in this paper, we
consider a system with three major subsystems
with a total of 13 components. Figure 1 shows
an event tree diagram of how subsystems and
components combine to form the system. For
more information about event trees, see Roberts
(1987).

The components and subsystems are con-
nected by AND gates, implying that all compo-
nents and subsystems need to function for the
full system to function. The system is labeled as
Cy, comprised of a subsystem C, (made up of
two components, Cs and Cq, and a subsystem
C, with 8 components, C;, to C;,), a component
C;, and a subsystem C, (made up of 2 compo-
nents Cg and Cy). As mentioned previously, the
labeling of individual parts of the system as
components or subsystems is somewhat subjec-
tive and is dependent on what information is
available. The key factor in determining what
level of detail should be included in the sum-
mary of the system and subsequent analysis is
the sources of data available. For example,
“component” C; is actually comprised of a col-
lection of “subcomponents”, which might have
been alternately represented as a “subsystem”
with “components”, if data had been available
on the subcomponents.

The system shown in Figure 1 has only 17
components with 4 levels of nesting of compo-

G
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Figure 1. Event Tree Diagram for Missile Reliabil-
ity
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nents within subsystems and system, and as
such does not represent an overly complex sys-
tem. This methodology has been employed by
the Statistical Sciences group at LANL for con-
siderably larger problems, but for simplicity we
have used this relatively simple example. The
methodology outlined in the remainder of the
paper is scaleable to much larger systems with
more components and levels of nesting, with
the understanding that the computational de-
mands for estimation and prediction increase
dramatically as the system becomes larger.

Data Description

In estimating the reliability of a complex
system, it is common to have test data and prior
engineering judgment available at the system,
the subsystem, and the component levels.
Methodology for combining these various
sources of information in a consistent fashion
has proven problematic (Bier (1994)), and the
goal of this paper is to describe an IIT approach
that resolves this difficulty. For simplicity, we
restrict discussion to systems in which compo-
nents or subsystems are classified as either
functional or not (pass/fail).

Four sources of data are considered here.
The first consists of full-system data consisting
of pass/fail results from 1249 flight tests.

The second is data collected from compo-
nent or subsystem tests, also assumed here to
take on only pass/fail values. Several collec-
tions of observations are available, ranging
from 70 to 100 observations for some, but not
all, of the components and subsystems. Some of
the data have covariate information, including
storage location and the age of the system at
test, which will not be used in this analysis.
Anderson-Cook et al. (2005) consider the case
where the system level covariate, age, is used to
model degradation over time.

Third, engineering judgment regarding the
probability that a specific component or sub-
system fails may be available. It represents sub-
stantial subjective knowledge about the work-
ing of the system and its intended design that
helps to bound the reliability.

A fourth, less precise source of information
is engineering judgment stating that a group of
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components in a given system or in related
systems have similar failure probabilities. For
example, an expert may assert that the reliabil-
ity of the missile battery is “similar” to the
reliability of a battery in a related missile sys-
tem, or that reliabilities of types of motors are
similar. Alternately, an expert may judge that
all of the components of a given subsystem are
equally likely to cause the failure of that sub-
system. This says that the reliability of the com-
ponents are thought to be similar, not that the
failure mechanisms of the components are the
same.

BAYESIAN RELIABILITY MODELING
Background

The new methodological advances pre-
sented in this paper primarily involve how
Bayesian models can be adapted to give consis-
tent system down and component up represen-
tation of success/fail reliability models given
different granularity of the modeling, and some
insights into how meaningful and informative
Bayesian priors can be formed to incorporate
multiple sources of indirect supplementary in-
formation. To provide context, it is useful to
begin with a review of some related research in
Bayesian system reliability.

As with all statistical models used in sys-
tem reliability, the first issue is the specification
of the system structure, which formalizes how
components and subsystems are related to each
other and to the entire system. Many of the
common ways of making this specification are
graphical and include reliability block dia-
grams, event trees, fault trees, and Bayesian
networks. For more details on any of these
approaches see Rausand and Heyland (2004).
Each of these representations implies a partic-
ular structure for the way that data are incor-
porated to make inferences about the system as
a whole—this structure provides a means of
obtaining the likelihood, which represents the
information in the data.

Often the likelihood contains unknown pa-
rameters. In classical or frequentist statistics,
the standard approach is to find the value of the
parameters that maximizes the likelihood of the
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observed data. These estimated parameter val-
ues can then be used in conjunction with the
fitted model to obtain predictions and to make
other inference. Bayesian methodology allows
one to augment the data with expert engineer-
ing knowledge via the specification of an a
priori distribution for the unknown parame-
ters, called the prior distribution. The data are
then used to update the prior distribution on
the parameters to obtain a posterior distribution
that captures both the information from the
prior and from the observed data. As with clas-
sical inference, the posterior distributions allow
prediction and inference. As the amount of ob-
served data increases, the results from Bayesian
and classical inference tend to give increasingly
similar estimation and prediction results, since
information added through the prior distribu-
tion is downweighted relative to the data’s con-
tribution.

Raiffa and Schlaifer (1961) consider the fun-
damental problem of modeling binomial distri-
butions with beta priors. Martz, Waller and
Fickas (1988) and Martz and Waller (1990) stud-
ied similar system reliability problems with bi-
nomial data, and also faced the problem of
integrating expert opinion at different levels.
They assumed that they were supplied with
beta distributions for the reliabilities of individ-
ual components and of the subsystems made
up of those components. Beta distributions for
the components are then used to derive “in-
duced” distributions for subsystems (for exam-
ple, a series subsystem is modeled as a product
of random variables with the components’ beta
distributions). This “induced” distribution is
then combined with the subsystem'’s beta dis-
tribution, and the combination is itself approx-
imated using a beta distribution, with parame-
ters determined by the method of moments.
This procedure is repeated until the full system
level is reached. Graves and Hamada (2004)
reanalyze these data sets using the same Bayes-
ian methods as in the present paper, which do
not require approximations. A shortcoming of
the Martz et al. (1988) method is that the full
system data do not inform estimates of single
component reliability. Because of this and since
full system tests suggested lower reliability
than the component and subsystem tests would
indicate, Graves and Hamada (2004) obtained

substantially smaller reliability estimates for
some components.

Many reliability models do not consider
prior expert opinion and data at multiple sys-
tem levels. Springer and Thompson (1966, 1969)
and Tang, Tang and Moskowitz (1994, 1997)
provide exact or approximated system reliabil-
ity distributions obtained by propagating the
component posteriors through the system
structure. Thompson and Chang (1975), Chang
and Thompson (1976), Lampkin and Winter-
bottom (1983), and Winterbottom (1984) use
approximations for exponential lifetimes rather
than binomial data. Others propose methods
for evaluating or bounding moments of the
system reliability posterior distribution (Cole
(1975), Mastran (1976), Dostal and Iannuzzelli
(1977), Mastran and Singpurwalla (1978), Bar-
low (1985), Natvig and Eide (1987), and Soman
and Misra (1993)). These moments can also be
used in the beta approximations employed by
Martz et al. (1988) and Martz and Waller (1990).
Soman and Misra (1993) proposed a distribu-
tional approximation based on a maximum en-
tropy principle.

The Binary System and Component
Model

The model developed here assumes that
the status of each component, subsystem and
full system is in just one of two states: pass or
fail. This status of the tested unit is the simplest
outcome of a reliability test.

The restriction to binary status implies that
independent testing results in a binomial like-
lihood. The representation of the full system as
connected subsystems and components in se-
ries makes the status of the system and sub-
system functionally dependent on the status of
the components. As a result, the parameters of
the binomial likelihood of subsystems and the
full system are functions of the parameters of
the components. By coding a success as a one
and a failure as a zero, the outcome is modeled
by a Bernoulli random variable Y with distri-
bution governed by a single parameter, the
probability p it takes value one (namely, a suc-
cess). The probability of a failure, the only other
possible outcome, is therefore, 1 — p. The goal
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of the modeling is to use the available data to
estimate the parameters p; for each component,
subsystem, or full system, C;, with their associ-
ated uncertainties. Primary interest likely lies in
obtaining an estimate of the probability that the
overall system C; succeeds, namely p;.

As discussed previously, combining data
and prior information at different levels within
a reliability diagram has often proven problem-
atic, both from the perspectives of computa-
tional tractability and model consistency. Our
solution to this dilemma is to simply re-express
nonterminal (subsystem) node probabilities in
terms of terminal (component) node probabili-
ties using deterministic relations derived from
the system reliability diagram. For example,
from Figure 1, it is evident that the probability,
p7, that subsystem C, functions is equal to the
product of the probabilities, p;, through p,,,
that each of the components C;, through C,; all
function. Thus,

17
p7 = H pi-

i=10

Similarly, the probability that subsystem C,
functions is p, = pg X po.

Note that variable substitutions based on
the reliability diagram do not uniquely identify
a joint distribution on the terminal node prob-
abilities, in this case p,q through p,,. However,
this approach does use the marginal distribu-
tion of the system reliability to provide a sen-
sible, although not necessarily unique, solution
for the joint distribution of all of the component
and subsystem reliabilities. See Johnson,
Graves, Hamada and Reese (2003) for addi-
tional details.

Prior Specification

In many applications, engineering judg-
ment can play an important role in assessing
system reliability, particularly for large com-
plex systems where data collected on individ-
ual components is sparse. Judgment and exper-
tise are always required to develop the system
representation and determine which data are
relevant to the analysis.
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In this analysis, we explore the statistical
modeling appropriate for two additional types
of expert judgment:

(1) Precise Information: The expert provides
precise information about the reliability of a
single component by specifying a probabil-
ity distribution for the failure probability of
the component.

(2) Component Groupings: The expert identi-
fies a component as belonging to a group of
components with similar reliability. This as-
sumption does not require that the compo-
nents are physically similar, only that their
reliabilities are similar. For example, all the
high reliability components might be
judged to be similar. We model this type of
information via a hierarchical model for the
failure probability. Technically, this corre-
sponds to the expert providing us with a
family of probability distributions for the
failure probability.

Precise Information.  Engineering judgment
may be available from several experts, and the
quality of information obtained from each ex-
pert may vary. In our model, we therefore as-
sume that the prior density obtained from ex-
pert m concerning a specific value of p; takes the
form of a beta density, and we let the set of
combinations of (i, m) for which engineering
judgment is available be denoted by S;. A beta
density is a flexible class of probability distri-
butions that assigns mass between 0 and 1, thus
making it suitable to capture judgment about
probabilities. See Gupta and Nadarajah (2004)
for more details on the beta distribution and
how the choice of parameters influences the
mean and variance of the distribution.

More specifically, we assume that the prior
information is modeled as:

I'(N,, + 2) Ny
F(N7n77i,m + 1)F[N)rz(1 - Wi,m) + 1]191

(1 = pye=me
= B(pzr Nm’n-i,m + 1/ Nm(l - Tri,m) + 1) (1)

Note that this is not the standard parame-
terization of the beta distribution, but is se-
lected for the desirable feature that it has the
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mean of the distribution as one of the parame-
ters, m; ,, and N,, corresponds to the degree of
belief that 7, ,, is the actual reliability. To equate
the more standard B(a, b) distribution with
mean a/(a + b), seta = N,m , + 1and b =
N,(1 — m,) + 1. See Gupta and Nadarajah
(2004) for details.

In equation (1), m,,, represents expert m’s
point estimate of p;, and N,, represents the es-
timated precision of expert m. The parameter
N,, is unknown, and for concreteness, we as-
sume that each expert precision parameter N,,
is drawn from a gamma density with known
parameters «,, and f3,,, parameterized here as

B et
G(Nm; Ay, Bm) = mNmm exp(_BmNm)'

In summary, engineering judgment that a
particular parameter value is approximately
m; ,, can be captured by a beta distribution. By
specifying a prior distribution for N,,, we can
allow additional flexibility to be added to ad-

x/n=25/50

just the variability of the estimate and use
Bayes theorem to produce a posterior distribu-
tion of N,, given the data, thereby allowing us
to assess empirically the expertise of the expert.
We expect that if an expert’s opinion is incon-
sistent with the data, then N,, will be small, in
effect downweighting that experts contribution
to the inference.

Note that engineering judgment has the
form of a binomial likelihood with a maximum
at m; ,,. This convention eliminates the possibil-
ity that the joint density specified on all model
parameters is improper, and also implicitly
handles the aggregation problem identified by
Bier (1994) by simply treating engineering judg-
ment as a form of “data.”

Simple examples of the differences between
fixed and random N are illustrated in Figure 2.
In each case, the data are x successes in n = 50
binomial trials with unknown success probabil-
ity p. The prior distribution for p is B(Nw, N(1 —
m)) for m = 0.5, and we compare the case where

x/n=45/50

Probability Density
4
1

p

Probability Density

0.0 0.2 04 0.6 08 1.0

Figure 2. Comparison of fixed and random prior sample sizes. Shown are posterior densities of p with a B(N,
N(1 — m)) prior with 7 = 0.5 based on x = 25 (left) or x = 45 (right) successes in n = 50 trials, for the cases of
fixed N = 50 (solid curves) or random N with a prior distribution with mean 50 and SD 22 (dotted-dashed

curves).
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N is fixed at 50 with the case where N has a
gamma prior distribution with parameters a =
5and B = 1/10 (so that E(N) = 50). In each plot,
the solid curve is a posterior density estimate
for p in the fixed N case, while the dotted-
dashed curve is a density estimate for p in the
random N case. The left plot is for the case of
x = 25 successes, which is exactly consistent
with the prior mean of 7 = 0.5. In this case, the
data are not very informative about N so that its
posterior is close to its prior; the expert could be
very reliable (large N) or unreliable and fortu-
nate to have guessed the right value (small N).
The posterior mean of N is 52, slightly larger
than its prior mean of 50, and its posterior
standard deviation (SD) is about the same as its
prior SD of 22.4. The posterior mean of p is 0.5,
and its posterior SD is essentially 0.05 in either
the fixed or random N case. Therefore no harm
is done by allowing N to be random in the case
of data that agree with the prior. However, if
the data and the prior disagree, as in the right
plot of Figure 2 with x = 45, the random N
analysis gives different results. For fixed N =
50, the inference is like 70 successes in 100 trials
so E(p) = 0.7 and SD(p) = 0.046. When N is
random, its posterior mean of N is 18 with SD
11, so that the prior for p is deemphasized and
we get E(p) = 0.8 and SD(p) = 0.063; the mean
is closer to the high reliability implied by the
data, while the standard deviation is larger be-
cause the prior is contributing less data. The
fixed N analysis is misleading because the ac-
curacy of the prior has been overestimated, as is
shown by its disagreement with the data, and
the random N analysis behaves accordingly,
treating the prior as useful information but not
as accurate as initially thought.

Component Groupings. ~ When prior infor-
mation regarding component success probabil-
ities are not always known, it is often possible
for experts to assign components into groups of
“similar reliability”. The reliabilities of compo-
nents within a given group are not necessarily
the same, but they are exchangeable. Hence,
equation (1) is augmented in the model by as-
suming that =, ,, is replaced by p,, ., where p,,, .
represents the common, but unknown, success
probability assigned by expert m to compo-
nents in the broader group g. The form of the
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prior on model parameters from such informa-
tion takes the form

H B(pi; Kmpm,g +1, Km(l - pm,g) + 1)

(i,m)ES>

Here, S, denotes the combinations of (i, m) for
which such grouping information is available.

As in equation (1), the parameter K,, is
assumed to be drawn a priori from a gamma
distribution having parameters ¢,, and 7,,. The
prior success parameter p,, . for a particular
group is assumed to be from a beta distribution
with known parameters §,,, and ¢, ,, respec-
tively. Here p,, , can be interpreted as a com-
mon mean estimate of the individual p;’s for
elements within that group.

This approach allows for knowledge from
different components to be leveraged across
components deemed to be similar, to increase
predictive power and exploit common features
in the system.

Hierarchical Model to Address Data Granularity.
In this analysis, a hierarchical prior is used on
the components/terminal nodes. This prior is
used not to capture expert judgment, but to
render estimates of the overall system reliabil-
ity insensitive to the level of detail included in
the system event diagram.

As an illustration of this point, consider a
simple system comprised of three components
connected in series (similar to a system, C;,
comprised only of C,, C; and C,, with no other
components) and suppose that a single bino-
mial observation with four successes and one
failure is observed at the system level. Without
a hierarchical specification on the component
probabilities and under the model assumptions
stated above with uniform priors, the likeli-
hood of the system reliability would be propor-
tional to

(papsp)*(1 — papaps)

where p; = p,psp, given the assumed indepen-
dence of failures of each of the components and
the series layout that requires all three compo-
nents to work for the system to operate. This
portion of the likelihood is obtained using the
fact that since four of the trials resulted in suc-
cesses, implying that components C,, C; and C,
all worked, which occurs with probability
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PopsPs The trial which resulted in a failure had
probability, 1 — P(Success) = 1 — popspa

If we assume a uniform distribution for the
prior of each of p, to p,, the posterior mean of p;
in this model is 0.507. When the system is not
decomposed into subsystems and a uniform
prior is assumed on p;, the posterior mean on p;
(with a uniform prior) is 0.714. Furthermore,
under such naive model specifications, the bias
attributable to adding components to the event
tree becomes more severe as the number of
components in the system increases.

Suppose instead that the reliabilities of
components C,, C;, and C, are not assumed to
have independent uniform distributions. In-
stead, each component’s success probability is
drawn from a beta distribution (as given in
equation (2) with parameters [y and J(1 — v),
where the parameter | is assumed drawn from
a gamma density function with parameters
and ¢. The parameter v is assumed to be drawn
from a beta distribution with parameters ¢ and
o.

F(]) Ty _ (1-vy)
ROy A
= B(p; Jv, J1 — ). (2)

Using this hierarchical prior specification
on p, to p, with ¢y = w = 0.5 results in a
posterior mean of 0.718 for p;, while the same
specification with ¢ = w = 1.0 results in a
posterior mean of 0.687. Both estimates are
largely insensitive to the number of compo-
nents specified for the system. This is an im-
portant feature of this model, as the availability
of data for different components and sub-
systems in the system should not play an im-
portant factor in influencing overall reliability
estimate of the system.

Joint Distribution.  To obtain a posterior
distribution for the Bayesian analysis, the like-
lihood which contains the information cap-
tured in the data must be combined with the
expert judgement summarized in the prior dis-
tributions. The posterior is proportional to the
product of the likelihood times the prior distri-
butions. For more details, see Martz and Waller
(1982). Combining the information from the
likelihood and priors leads to a joint posterior

distribution on the model parameters propor-
tional to

[v.N,p K, v,]
xn @ a B N8 €1 d Yol

[T pia—py
iE€Sy
X H B(ptr NrrL7Ti,‘rn + 1/ Nm(l - Wi,m) + 1)
(i,m)ESy
X n G(Nm; Ay Bm)
m:3(i,m)ES
X H B(pu Kmpm,g + 1/ Km(]- - pm,g) + 1)
(i,m)ES2
XTI Blpug 8wen) x I
m:3(i,m)ESa m:3(i,m)ESa
X I1 B(p; Jv, ] = v)
iESy

X B(y; ¢, 0)G(]; 7, d).
3)

In equation (3), we have an expression for
the joint posterior distribution of the parame-
ters of primary interest (p, N, p, K, v, J), which
are shown to the left of the vertical line on the
left hand side of the expression. The vertical
line indicates that we are conditioning on the
other parameters of the model (x, n, @, &, B, ¢,
1, 6, €, 7, ¢, P, w) to obtain an expression that
is proportional («) to the joint posterior distri-
bution. S, denotes the set of terminal nodes/
components.

In this expression, values of nonterminal
node probabilities (such as those for elements
Cy, Gy, C4 and C,) are assumed to be expressed
in terms of the appropriate functions of termi-
nal node probabilities, as defined from the sys-
tem event diagram. The first line of equation (3)
corresponds to the contribution from observed
data for each available component to the like-
lihood function. The second and third lines cor-
respond to the contribution of expert opinion
for individual components through the compo-
nent priors, while lines 4 and 5 summarize the
information from experts on groups of compo-
nents.

An examination of the contributions to the
joint posterior distribution arising from the
prior information reveal obvious similarities,
but there are also important distinctions be-
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tween these parameterizations. For example,
the value of N,, represents the precision of the
expert’s opinion, while K,, describes the simi-
larity of item reliabilities within a grouping.

Implementation: Markov Chain
Monte Carlo

The joint posterior distribution in equation
(3) does not have a familiar distributional form,
so it is not immediately obvious how to do
inference and estimation. Recent advances in
Bayesian computing allow one to obtain a ran-
dom sample from the joint posterior distribu-
tion. The general approach used is called
Markov chain Monte Carlo (MCMC) and it per-
mits the simulation of any distribution on a
finite-dimensional state space specified by any
unnormalized density. Once one has a random
sample obtained from the MCMC algorithm,
then inference can be made on any of the qual-
ity characteristics of interest. There are several
variations of MCMC which are appropriate for
this type of problem. Gibbs sampling (Casella
and George (1992)) is one method to draw ran-
dom samples from the joint posterior distribu-
tion. Another method is the Metropolis-Hast-
ings algorithm (Chib and Greenberg (1995)).

One issue with MCMC sampling is
whether the draws are approximately a ran-
dom sample from the posterior distribution;
this is referred to as the convergence of the
MCMC sampler. To mitigate the impact of ini-
tial values chosen for the parameters, a burn-in
is typically performed in which the MCMC
sampler is run a number of times and the draws
thus obtained are discarded. To reduce depen-
dence between draws, the draws can be
thinned by retaining every kth draw. See
Raftery and Lewis (1996) for more discussion of
diagnostics for convergence.

The joint distribution on model parameters
previously specified does not lead to analytical
evaluation of the system or component reliabili-
ties. However, a componentwise Metropolis-
Hastings algorithm can be implemented in a
relatively straightforward way. In our version
of such a scheme, we use a random-walk Me-
tropolis-Hastings algorithm with Gaussian pro-
posal densities specified on the logistic scale for
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the terminal node probabilities, as well as for p,
and p,,, .. Precision parameters are similarly up-
dated using a random-walk Metropolis-Hast-
ings scheme with Gaussian increments speci-
fied on the logarithmic scale. The resulting
Metropolis-Hastings algorithms are imple-
mented using YADAS (Graves (2001) and
(2003)).

Example: Posterior and Predictive
Distribution

Using engineering judgment, reliability
classes are formed as follows. System elements
C,—C, are assigned to Group 1, elements C5—C,
to Group 2, and C;;—C;, to Group 3. Note that
there is great flexibility about the creation of
groups, as some of them include both compo-
nents and subsystems; also, the groupings need
not be mutually exclusive. Beta distributions
with common, fixed group means (m;,—;) and a
single, common precision parameter (N , 3) are
assumed for each of Groups 1-3. A common
precision parameter is incorporated for each
group, since a single expert provided all this
information. The individual components in this
system are Cj, C5, Cg and Cg—C;;. A hierarchical
prior with unknown mean and precision pa-
rameter (y and J, respectively) is assumed for
components in Group 4. Also, gamma priors
with parameters (5,1) are assumed for both pre-
cision parameters (N, 3 and ]), and a diffuse
prior (y = w = 0.5) is assumed for 7.

Applying the model previously discussed,
we obtained the posterior distributions on the
component reliabilities for each of the compo-
nents and the expert precision parameters. The
system reliability posterior distributions with
the system data included and system data ex-
cluded are plotted in Figure 3. It is clear that
when the flight test data are included a much
more precise estimate of system reliability can
be obtained, as noted by a much narrower pos-
terior distribution. However, it should also be
noted that the posterior distribution obtained
without the benefit of the flight data, and only
based on the indirect component and sub-
system data, is able to appropriately estimate a
sensible range of system reliability values.
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Flight Tests
- No Flight Tests
= 95 % Interval

Reliability

Figure 3. Posterior distributions for the reliability of the system represented in Figure 1. The dotted line is
based on the model that included the full-system flight tests; the dashed line shows results without full-system
level data. The 95% interval is based on results without full-system level data.

Posterior distributions for all components
are given in Figure 4. In the cases where the
posterior distributions are very similar, such as
C;, these correspond to cases where component
level data are available. When the marginal
posterior distribution based on component-
level data only is substantially more disperse
than the posterior based on results using the
flight data, such as C;, this corresponds to sit-
uations where no components level data is
available. In these cases, the flight data is highly
beneficial since the entire system working cou-
pled with the series form of the system pro-
vides information that these components also
worked. We note the agreement between the
two posterior distributions (full system tests
included versus full system tests excluded). In
every case, the 95% highest posterior density
(HPD) region includes essentially the entire
distribution with full system information in-
cluded. This validates that the full system data
and the combined component data are summa-
rizing system reliability similarly, but just with
different precision. In addition, it is worth not-
ing that this approach can provide a system

estimate of reliability even in the absence of full
system data. Note that for this case, since there
is a great deal of flight test data, the data dom-
inates the prior in the first calculation.

Also of interest is the posterior distribution
for the expert precision parameter N, ,,. The
posterior mean for this distribution is 12.2. This
suggests that the expert’s opinion is worth ap-
proximately 12 full system tests. Given the
prior mean of 5, we conclude that the expert is
reasonably well calibrated with the system
structure and data. This is also a useful mea-
sure to determine the added benefit of includ-
ing expert opinion in the analysis.

Diagnostics

Two concerns commonly encountered in
modeling system-level reliabilities using series
diagrams like that depicted in Figure 1 involve
the extent to which different components func-
tion independently and whether system (or
subsystem) reliability decreases when compo-
nents are assembled. A simple cross-validation
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Figure 4. Posterior distributions for the reliability of the system represented in Figure 1. In each pair of plots,
the more peaked curve represents the marginal posterior density based on all test data, while the more
dispersed curves represent the marginal posterior density using only component-level data (i.e., excluding

system-level tests).

diagnostic useful for assessing the importance
of these influences can be constructed by itera-
tively omitting data collected at each node from
the estimation procedure, and then examining
the predictive distribution for the omitted da-
tum.

Such a procedure is applied to data ob-
tained for this missile system and resulted in an
estimate of 0.83 for the predictive probability of
observing fewer successes at the system-level
than are actually observed. It therefore seems
that there is little evidence to support the no-
tion that the reliability of the system is de-
graded as components are assembled and re-
quired to operate as a unit.

There is, however, some indication of
model lack-of-fit at the component level. For
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components 10 and 17, the predictive distribu-
tion for observing fewer successes than are ob-
tained at these nodes is approximately 3.5%.
The same number of failures are observed at
each of these components, and these two com-
ponents had the highest failure rate of any com-
ponents in the system. Model lack-of-fit in this
instance might thus be attributed to the fact that
the hierarchical mean estimated for the termi-
nal nodes, v, increased substantially when the
datum for either of these nodes is omitted, re-
sulting in an overly optimistic estimate of this
probability. Possible remedies for such model
inadequacy would be to stochastically decrease
the prior assigned to the value of J, or to intro-
duce a separate hierarchical group for these
nodes. In this case, neither remedy appeared to

Page 35



Page 36

BAYESIAN STOCKPILE RELIABILITY METHODOLOGY FOR COMPLEX SYSTEMS

substantially affect estimates of system reliabil-
ity in subsequent sensitivity analyses.

CONCLUSIONS

In this paper, a Bayesian approach to com-
bining component, subsystem and system data
with expert judgement is presented. It allows
for the flexible combination of multiple sources
of data with different weights for the various
sources of information. In addition to being
computationally manageable with the use of
freely available software, the approach reduces
the final estimates dependence on which com-
ponents have data available. This robustness to
the structure of available data is appealing,
since frequently the availability of data at var-
ious components is a function of cost or conve-
nience.

The approach also allows for comparison of
results between the complete analysis and an
analysis when full system data is not incorpo-
rated. The similarity of the two sets of results
for this system validate that the system has
been appropriately modeled, and provides in-
sights into the usefulness of this approach
when full system data may not be available.
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ABSTRACT

n the military aerospace environment,
Icertain repair parts are infrequently de-

manded, but stocked because they are
essential to maintaining a weapon system
critical to the war-fighter. Because of their
sporadic demand, it is difficult to decide
when to buy these items and in what quan-
tities. As systems become more reliable and
failure rates decrease, the number of these
infrequently demanded parts is likely to
grow. Earlier studies for the Defense Logis-
tics Agency (DLA) and the Federal Avia-
tion Administration (FAA)—organizations
that manage parts inventories for repairing
complex systems—found the Peak order-
ing policy the author invented significantly
reduced wholesale wait-time and back-
orders. Rigorous new experiments confirm
the benefits of the Peak Policy™,* and
show it can reduce retail wait-time and
backorders as well. By considering the dis-
tribution of retail backorders, or “holes,”
over an aircraft squadron, we estimate the
resulting reduction in the number of air-
craft down for lack of parts. We also ana-
lyze the policy’s near-term effect on inven-
tory value and procurement workload,
showing that the Peak Policy can reduce
both within a few years of policy initiation.
After 7 years of development and review,
the Peak Policy is mature enough for im-
plementation. A live test is underway, and
broader implementation is under consider-
ation.

BACKGROUND

For frequently demanded parts, there
is a well-developed theory and set of pro-
cesses for ordering that balances the invest-
ment in inventory with customer service.
Unfortunately, when parts experience only
infrequent demand, that theory breaks
down, and the established processes no
longer work well.

An inventory management system for
a single site typically manages each item
using two control levels: an item’s reorder
point (ROP), which determines when to or-
der, and a requisitioning objective (RO),
which determines how much to order. An
order is placed when assets on-hand plus
on-order decrease to or below the ROP, and
the difference between the RO and current
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assets is the quantity ordered. The RO is
usually the ROP plus a nominal order
quantity, Q, often a Wilson lot size (“eco-
nomic order quantity”). Thus Q is the
quantity ordered if assets drop exactly to
the ROP.

The ROP is an estimate of lead-time
demand plus a safety level that protects
against variability in lead-time demand.

Safety-level computations usually treat
the number of demands in a lead-time as a
random variable with a tractable theoretical
probability distribution (e.g., Poisson, neg-
ative binomial, Laplace, or normal), esti-
mate the mean and variance, and derive
expressions for expected backorders and
inventory cost as a function of the safety
level. Mathematical optimization tech-
niques are then used to set item safety lev-
els to balance inventory investment with
expected backorders, probability of a stock-
out, or system availability.

This approach to optimizing ordering
policies for a single site began in the 1950s
(Galliher et al., 1959), and has developed to
include a great variety of policies (Silver,
1998). It also has been extended to optimize
policies across a supply chain (Kruse, 1979),
account for repair actions as well as order-
ing actions (Sherbrooke, 1992; Slay et al.,
1996), and treat items that apply to diverse
weapon systems with distinct availability
goals (O’Malley, 1983). When there is suf-
ficient demand data to characterize the
lead-time demand distribution, but theoret-
ical distributions do not fit well, non-para-
metric techniques, such as the bootstrap
method (Fricker and Goodhart, 2000), may
apply.

But what happens when items experi-
ence long and irregular periods of inactiv-
ity between demands (6 months to several
years), what we call sporadic demand? For
these items, the lead-time demand is usu-
ally zero. In a previous study of more than
300,000 sporadic-demand items, the author
found that nearly 95 percent of lead-time
intervals contained no demand. Forecast-
ing lead-time demand for these items is
extraordinarily difficult, as is forecasting
demand variance. That is why a theoretical
demand probability distribution is imprac-
tical—mean and variance cannot be esti-
mated in any meaningful way. Use of em-
pirical demand probabilities is possible, but
for many sporadic-demand items, the data
are too sparse to build a reasonable lead-
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time demand distribution. For example, if an
item’s only observed demands in the last 5
years comprise a demand for 8 units and an-
other demand for 50 units, there is no reason to
believe a demand for 20 units has a probability
of zero. Modern enterprise resource planning
(ERP) systems of the commercial sector focus
on frequently demanded items; since commer-
cial firms do not typically stock sporadic-de-
mand items, ERPs offer no solution.

Inventory management specialists have
long sought a successful approach to setting
ROPs and ROs for sporadic-demand items.
Usually heuristic policies are employed; and
the military services use more-or-less arbitrary
levels. Such policies fail to link inventory in-
vestment to service level, and generally do not
work well. There are more sophisticated ap-
proaches. Croston showed that, when there is a
constant probability of demand in a time inter-
val, high fill rates can be obtained by basing
reorder points on forecasts of both the time of
next demand and demand size (Croston, 1972;
for a recent survey of articles on policies based
on statistical forecast-based methods, see Silver,
1998). Kruse divided an item’s population into
subsets by pooling items with similar lead-
times, prices, and demand frequencies; thereby,
obtaining enough demand data for empirical
lead-time demand probabilities. Kruse as-
signed each item subset a common ROP based
on a fill rate goal (LMI documented his method
earlier; see Bachman and Bosma, 2003). Unfor-
tunately, when demand is as irregular as it is
for DLA-managed sporadic-demand items,
none of these approaches have been shown to
improve service levels (e.g., reduce customer
wait-time) without significantly increasing in-
ventory investment.

The scope of the challenge facing DLA—
setting cost-effective ROPs for sporadic-de-
mand items—is enormous. The agency man-
ages nearly 1 million aviation stock numbers
with sporadic demand, the inventory of those
items is valued at more than $1.5 billion and
annual sales are in excess of $400 million (Bach-
man and Bosma, 2003). Although no one item is
typically active in any given year, sporadic-
demand items experience significant aggregate
activity and investment. Furthermore, the lack

of DLA parts can render critical weapon sys-
tems inoperable—an event with significant mil-
itary readiness consequences.

Over the last 7 years, the author developed
the Peak ordering policy for sporadic-demand
items, with the goal of reducing customer wait-
times without increasing inventory investment.
The most recent work, documented here, was
accomplished with the capable support of a
number of LMI employees.

OVERVIEW

The focus of this paper is on consumable
parts, those deemed uneconomical to repair—
when they fail on a weapon system, they are
simply replaced. The supply chain for consum-
able parts is hierarchical, with the weapon sys-
tem maintainer—the customer—at the end of
the chain. To repair an aviation system, the
maintainer requests parts from a local supply
activity, what we call retail supply. (Retail sup-
ply belongs to the military service that owns
and maintains the weapon system.) Retail sup-
ply requisitions parts from DLA, its wholesale
supply organization. In turn, DLA buys parts
from its vendors. The section “Aircraft-Level
Analysis” illustrates this supply chain.

This paper describes the Peak ordering pol-
icy the author developed for DLA’s sporadic-
demand items and its potential benefits at the
wholesale level and the aircraft level, where the
lack of a part may ground a weapon system.
(While the focus is on aircraft items, there is
nothing in this work that suggests the results
apply only to aviation). The first two sections
describe DLA’s current policy—the baseline—
and the Peak Policy. The paper then describes
the simulation analyses we performed at the
wholesale level to compare investment, cus-
tomer service, and procurement workload for
baseline and wholesale policies. The fourth sec-
tion discusses the near-term effect of converting
from DLA’s current practice to the Peak order-
ing policy. The paper then describes simula-
tions of the Peak Policy’s effect on part short-
ages at the aircraft level. The conclusion
discusses the status of live testing.

Military Operations Research, V12 N2 2007
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BASELINE AND PEAK POLICIES

Inventory management systems that distin-
guish between items with more regular de-
mand and those with sporadic demand typi-
cally use a three-part policy. One part is an
ordering policy for replenishment items (i.e.,
those replenished regularly) with statistical
forecast-based ROPs and ROs. The second part
is an activity threshold, typically set in terms of
historical requisition frequency and quantity,
which separates replenishment items from spo-
radic-demand items. Part three is a heuristic
ordering policy employed for items with activ-
ity levels below the threshold.

DLA separates its replenishment items
from its sporadic-demand items (which it refers
to as numeric stockage objective [NSO] items),
with an activity threshold that is based on last
year’s demand. If an item experiences at least 4
requisitions and at least 12 units demanded in
the trailing year,” DLA uses a replenishment
policy that treats lead-time demand with a
Laplace distribution. The agency uses a
smoothed forecast of lead-time demand to es-
timate the mean and a smoothed average of
absolute forecast errors to estimate the vari-
ance. It also employs a modified Wilson order
quantity, and computes each item’s expected
backorders as a function of the item’s order
quantity and safety level. DLA then employs
Lagrange multiplier optimization to set safety
levels across items; thus minimizing the inven-
tory cost required to meet an expected back-
order constraint (Presutti and Trepp, 1970).

For NSO items (i.e., items with demand
activity below the threshold), DLA uses a heu-
ristic policy that sets the RO to the demand
quantity in the trailing year and the ROP to half
the RO.® This policy does not link inventory
cost to service level, however; and special rules
apply to small subsets of items (Bachman and
Bosma, 2003), which are not considered here.
Items also may migrate between replenishment
and NSO status quarterly.

The Peak Policy changes the baseline policy
in two ways:

e It introduces a new activity threshold be-
tween sporadic demand and replenishment,
as well as a new way to apply the threshold.
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Setting this threshold properly is the key to
improving service levels with the Peak Pol-
icy while controlling inventory value (Bach-
man and Bosma, 2003).

e [t introduces a new ordering policy for the
sporadic-demand segment of the item popu-
lation. In the context of the Peak Policy, we
no longer call these NSO items to emphasize
the new segmentation.

The new threshold generally results in
fewer replenishment items and more sporadic-
demand items than the current threshold al-
lows, but there is no change in the ordering
policy for replenishment items.

The Peak Policy utilizes quarterly demand
data, as does DLA’s current policy.? We define
an item’s demand frequency in a time interval
as the fraction of quarters with demand, irre-
spective of quantity. For example, if an item has
2 quarters with demand in a 5-quarter interval,
the demand frequency is 0.4—the demand in
one of those quarters may be for 1 unit, and in
the other it may be for 100 units. The Peak
Policy relies on an activity history for each item,
which is created from the quarterly demand
history that DLA already maintains as follows:
Each quarter’s demand quantity is replaced by
one when that quantity is positive; demand
quantities of zero are unchanged. Each quarter,
the policy applies a single exponential smooth-
ing forecast (Brown, 1963; Sherbrooke, 1992) to
this activity history in order to forecast future
demand frequency.

When an item’s forecasted demand fre-
quency meets or exceeds the activity threshold,
DLA'’s replenishment policy applies. If the fre-
quency forecast is below the threshold, the new
ordering policy applies. This decision is illus-
trated in Figure 1.

Using an item’s quarterly history of de-
mand quantity (DLA maintains at least 10
years” worth), we define its Peak demand as the
maximum quarterly demand, in units, in a trail-
ing K-year period. This period is called the
look-back (see Figure 2). The look-back may
vary by item population, but it is constant
across items within a population.

An item’s ROP is the product of a price-
based multiplier and its Peak demand, where
higher multipliers apply to inexpensive items
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Use DLA
Yes—— replenishment
policy
Is forecasted
frequency above
threshold?
Use
—_—
No Peak policy

Figure 1. Using Frequency Threshold to Determine
Ordering Policy.

and lower multipliers apply to more expensive
ones. For example, an item with a unit price of
$2.59 might use a multiplier of 5.0, but an item
with a unit price of $3,100 might use a multi-
plier of 0.3—in other words, we can afford a
greater level of protection against backorders
for the first item than we can for the second.
The policy employs a set of price-based order
quantities, in which cheaper items receive
larger quantities than more expensive items,
and sets an item’s RO to its ROP plus its order
quantity. Larger order quantities for inexpen-
sive items allow us to avoid excessive admin-
istrative costs and workload that would result
from frequent procurements. Assets on-hand
and on-order are compared to the ROP in a
continuous review. When assets are at or below
the reorder point, the Peak Policy orders
enough to bring assets up to the RO.

PEAK POLICY DEVELOPMENT

With the possible exception of its frequency
forecast, the Peak Policy may appear simple;
however, it is not at all trivial (and it was un-
clear at the policy’s inception whether it was
even possible) to find values of control param-
eters that achieve a high level of service with-
out increasing inventory investment or pro-
curement workload. This paper shows that one
can make three-way tradeoffs between cus-
tomer wait-time, inventory investment, and the
number of procurement actions for a wide va-
riety of sporadic-demand item populations.
The process is iterative, and is made possible
through the use of LMI’s Financial and Inven-
tory Simulation Model (FINISIM).

FINISIM provides three modes in which to
generate item demand:

e A replay of demand history (retrospective
simulation)

e Generation of synthetic demand patterns us-
ing empirical demand distributions

e A Poisson distribution.

It models the response of the inventory and
related financial systems to demand patterns,
emulating a wide variety of operating policies.
In particular, FINISIM emulates DLA’s current
ordering policies, including item migration be-
tween NSO and replenishment classification
over time and alternative policies tailored for
sporadic demand. FINISIM's event processing
algorithms are specifically engineered for rapid
analyses when events are sparsely distributed
over time. In such cases, FINISIM is as much as
two orders of magnitude faster than other sim-
ulations. This speed is crucial in analyzing nu-
merous alternative policies and finding values
of control parameters that achieve a particular
performance tradeoff. The model’s customer
service metrics include average customer wait-
time, average backorder duration, number of
backorder occurrences, average outstanding
backorders, and both unit and requisition fill
rates. Financial and workload metrics include
annual dollars spent on procurements, number
of procurement actions, and average value of
on-hand inventory.

We use FINISIM’s empirical distribution
mode to develop Peak Policies. In this mode the
model generates long synthetic demand pat-
terns (e.g., 200 quarters, or 50 years) in which
the relative frequency of demands of different
sizes, including zero, is close to the frequencies
in the actual item demand history. For sporad-
ic-demand items, these demand patterns are
too sparse to build a realistic lead-time demand
distribution; however, the demand patterns
help adjust an ordering policy to respond to a
demand pattern with a given frequency of zero
demands and a given maximum demand.

There is one limitation of this approach, as
far as projecting policy performance is con-
cerned: Each item’s generated demands form a
stationary stochastic process. That is, there is
the same set of probabilities for the number of
units demanded at each point in time. A rigor-
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Figure 2. Computing Peak Demand.

ous test of the Peak Policy is discussed later in
the section “Wholesale Analysis.”

Using FINISIM to test numerous Peak Pol-
icies on more than 10 item populations, each
with 3,000-15,000 items, led to the conclusion
that the best smoothing constant for the fre-
quency forecast is 0.2, and the most cost-effec-
tive threshold is 0.6. Although the Peak Policy
was originally conceived to apply to items with
gaps in demand of a year or more, this result
shows the policy actually performs well on
items with demand in as many as three out of
five quarters. This result appears to be indepen-
dent of the DLA item population; however,
other control parameters must be tuned to the
item population to achieve a given three-way
performance tradeoff.

Although this process varies with the item
population, it generally proceeds as follows:

1) Rank all items by unit price to determine
the 25th, 50th, and 75th percentile prices.

2) Assign initial Peak multipliers of 1 for each of
the resulting price quartiles, and set all order
quantities to 1, as well. Call this policy Peak 1.

3) Use FINISIM to estimate the resulting on-
hand inventory value, customer wait-time,
and number of procurement actions for the
item population.

4) Compare the performance of Peak 1 with
FINISIM’s assessment of baseline policy.

5) Stop here if the on-hand inventory value
from Peak 1 is no more than that of the base-
line, the customer wait-time is significantly
lower than that of the baseline, and the aver-
age number of procurement actions per year
is close to the baseline. This usually is not the
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case; more often, one of the three metrics is
not within the desired range (the behavior is
dependent upon a combination of item de-
mand patterns and prices.)

6) If the wait-time reduction is not large
enough, but the inventory value is lower
than the baseline, use a peak multiplier of 2
for the bottom 50th price percentile and
leave the top 50th price percentile with a
multiplier of 1. If wait-time reduction is
significant, but the on-hand inventory
value is too high, try a multiplier of 1 for
the bottom 50th price percentile and a mul-
tiplier of 0.5 for the top 50th price percen-
tile. In either case, call this policy Peak 2.

7) Use FINISIM to compare Peak 2 results
with baseline policy. If the metrics are in
range, stop; if not, introduce new multipli-
ers (e.g., 4,2,1, or 0.5) for all price quartiles.

8) Continue refining the values of multipliers
in this way until there is a clear reduction
in customer wait-time and the inventory
value is less than that of the baseline.

9) With order quantities of 1, procurement ac-
tions often exceed the baseline. If so, intro-
duce price-based order quantities, with
larger quantities for the lower price quartiles
(e.g., 20, 4, 2, or 1). Because this increases
on-hand inventory value, reduce the Peak
multipliers to counteract the effect.

10) Follow another iterative process to obtain or-
der quantities (and reduced multipliers) that
yield procurement actions that are no higher
than the baseline, an on-hand inventory
value that is no more than the baseline, and a
significant reduction in customer wait-time.
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To accommodate an especially high de-
mand for the least expensive items, add a bot-
tom 5th percentile price category; if investment
is driven heavily by the items with the highest
price, add a separate category for items above
the 95th price percentile. Although the success
of the above process has not been proven math-
ematically, it has worked for a wide variety of
item populations. Peak Policies that result from
this process are very efficient in terms of cus-
tomer wait-time per dollar value of inventory,
but we cannot claim they are optimal.

WHOLESALE ANALYSIS

In developing a Peak Policy for an item
population, FINISIM projects certain levels of
customer wait-time, inventory value, and pro-
curement actions. Because these projections are
based on synthetic item demands (as described
in the previous section), it was appropriate to
construct a rigorous experiment to compare
Peak and baseline policies by taking long item-
demand histories, developing a Peak Policy
based on an initial segment of those histories,
and assessing it based on the remaining part of
the histories. The demand data used to develop
Peak Policies would thus have different de-
mand probabilities from the demands in the
subsequent assessment period. If a policy did
well, it would not be because of bias in the
assessment method.

The author selected populations of DLA-
managed items that apply to five critical
weapon systems: the AH-64 Apache, E-2C
Hawkeye, E-3 Sentry, C-5 Galaxy, and F/A-18
Hornet. We used 9-year quarterly item demand
histories for these items, beginning with the
first quarter of 1995. In some of the populations,
aggregate demand increased over time; in oth-
ers, it decreased. Items were limited to those
with a unique application to each weapon sys-
tem so it would be clear which weapon system
would benefit from any improvement in sup-
ply performance. From each population, a spo-
radic demand subset was extracted, consisting
of items that experienced demand in no more
than 6 out of the earliest 10 quarters of their
demand histories. Each sporadic-demand item
population is referred to by the name of the

associated weapon system. For example, “C-5
items” designates the sporadic-demand items
that apply to the C-5.

For each of the item populations, we used
the first 4 years of demand history and FINISIM
to develop several Peak Policies, each with a
different set of objectives. One Policy, “closest
cost match,” matched the dollar value of on-
hand inventory with that of the baseline policy
while decreasing customer wait-time, increas-
ing fill rates, and keeping procurement actions
no higher than the baseline. Another Peak Pol-
icy, “relax orders constraint,” had the same ob-
jectives, except it allowed for procurement ac-
tions to exceed the baseline. The policy “closest
performance match” sought to keep customer
wait-time and fill rates close to the baseline
while reducing both inventory value and pro-
curement actions. The policy “high perfor-
mance” had the goal of reducing wait-time in-
creasing fill rates, and allowed inventory value
and procurement actions to increase in order to
boost service levels. A “compromise” Peak Pol-
icy sought to balance improvements in wait-
time with reductions in inventory value and
procurement actions.

We created a set of Peak Policies that of-
fered a three-way tradeoff between improved
service levels (i.e., shorter wait-time and higher
fill rates), reduced inventory value, and re-
duced procurement actions, based on the first 4
years of demand histories. Generally one or
two metrics could be improved while con-
straining a third; however, not every policy
option was available across all five populations.
As always the ability to develop a particular
policy depended upon the joint distribution of
item prices and demands in a population.

To assess Peak Policies, we performed ret-
rospective simulations with FINISIM. Each as-
sessment employed the baseline policy from
the first quarter of 1995 through the last quarter
of 1998 —we made no policy change during the
development period. We then continued in two
ways:

e Start using a Peak Policy at the end of the
first 4 years, allow 2 years for simulated pro-
curements to arrive, and then measure per-
formance in the last 3 years.
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e Continue using DLA’s baseline policy to the
end of the 9-year period, measuring perfor-
mance in the last 3 years.

Figure 3 illustrates our experimental de-
sign.

Figure 4 illustrates the results for Peak
Policies developed for E-2C items, which was
a “middle-of-the-road” case in terms of im-
provement over the baseline. Each policy
name (shown at the top of the chart) refers to
the objective used to develop the Peak Policy.
The grouped bars show performance for each
Peak Policy according to four metrics. Each
metric is the percentage difference between
the Peak and baseline policies’ performance,
based on averages over the 3-year assessment
period. Lower numbers are better for the first
three metrics: wait-time, number of orders
placed, and value of on-hand inventory.
Higher numbers are better for the fourth met-
ric: unit fill rate. Baseline policy performance,
in absolute terms, is shown to the right of
each chart.

The first Peak Policy, “closest cost match”
produced a nearly 30 percent reduction in wait-
time, and a nearly 20 percent reduction in pro-
curement actions, relative to DLA’s current pol-
icy. Although it was developed to match
inventory value with the baseline, the assess-
ment demonstrated an inventory value reduc-
tion of approximately 5 percent, which was
better than expected.

As expected, the reduction in procure-
ment actions in the second option, “relax or-
ders constraint,” was less than that of the first
Peak Policy. Allowing more procurement ac-
tions than the first Peak Policy resulted in a
slightly greater reduction in inventory value
than the first policy. Wait-time reduction was
still about 25 percent, but it was not as large
as that of the first option. So, relaxing the
constraint on the number of procurement ac-

4 yrs observed for
policy creation
AL

v ’ . , N

tions did not produce a significant benefit in
the other two metrics relative to the first Peak
Policy.

The “high performance” Peak Policy, de-
veloped to increase performance significantly,
achieved its objective—wait-time was reduced
about 45 percent, the number of procurement
actions declined, and the value of inventory
increased by a little more than 10 percent. Our
results indicated a range of Peak Policies—each
emphasizing different performance metrics—
are available for the E-2C items.

Figures 5 through 8 illustrate the Peak Pol-
icy assessment results for the other four
weapon systems. The policies shown are only
illustrative; many other policies could be devel-
oped.

Assessments of item populations generally
demonstrate that policies behave in a manner
consistent with their objectives.

e Peak Policies developed to reduce wait-time
did so in the assessments.

e Peak Policies that sought to reduce procure-
ment actions achieved that goal.

e Policies that attempted to reduce inventory
value kept it at or below the value produced
by the baseline policy.

For all item populations, we found policies
that offered a nice compromise among the com-
peting objectives: reducing wait-time, reducing
the number of procurements, and reducing in-
ventory value.

We performed separate analyses to test
the threshold condition for item migration.
The goal was to determine if there were any
negative effects (for example, a large increase
in inventory value) if we started with the full
item populations (rather than populations
with initial demand frequency that did not
exceed 0.6) and let the Peak Policy’s threshold

3 yrs observation period for
evaluation

\
Q498

Y ’ Q403

Policy Transition

Figure 3. Experimental Design.
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Figure 4. Assessment Results for Peak Policies Developed for E-2C Items.
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Figure 5. Assessment Results for Peak Policies Developed for AH-64 Items.

control item migration between replenish-
ment and sporadic demand. These separate
analyses followed the same timeline for pol-
icy conversion and assessment as those
shown in Figure 3. We observed no negative
effects from allowing the new threshold and
the frequency forecast decide when Peak or-
dering should apply.

Taken together, these results confirm the
Peak Policy’s benefits. And they show that,
for the first time, DLA can make three-way
performance tradeoffs for sporadic-demand
items.

NEAR-TERM IMPACT

Assessment results in the previous section
were 3-year averages, taken over a period that
starts after a Peak Policy has been in effect for 2
years. It is natural to ask, “What happens to
inventory value and procurement actions when
policy conversion occurs?” Short-term in-
creases in these two measures are inevitable
when parts are purchased according to a new
ordering policy. After all, DLA is purchasing a
different mix of items than what the previous
policy has “put on the shelf.”
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Figure 6. Assessment Results for Peak Policies Developed for C-5 Items.
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Figure 7. Assessment Results for Peak Policies Developed for E-3 Items.

We used FINISIM to analyze “compro-
mise” policies considered in the previous sec-
tion, projecting how inventory value and pro-
curement actions change over time. Figures 9
and 10 illustrate the on-hand inventory value
and the number of procurement actions by year
for the compromise policy developed for C-5
items.

As seen in Figure 9, on-hand inventory was
up only slightly over the baseline in year 1. This
reflects many procurement lead-times of more
than a year. By year 2, inventory value was up
significantly, which reflects the arrival of most
material ordered at policy conversion. Moving
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from year 2 to year 3, the value of inventory
declined—sales exceeded buys for the first
time. This continued as we moved from year 3
to year 4, when inventory value fell below the
baseline. Inventory remained below the base-
line in year 5, which reflects the purchase of a
better mix of spare parts—more of what is
bought sells. The C-5 items served as a “middle
case.” With some weapon systems it took
longer for the inventory value to begin declin-
ing; with others it began sooner.

Figure 10 illustrates the expected surge of
procurement actions in year 1, as the new pol-
icy triggered the buys necessary to produce a
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Figure 8. Assessment Results for Peak Policies Developed for F/A-18 Items.
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Figure 9. Value of On-Hand Inventory by Year for C-5 Compromise Peak Policy.

new mix of inventory. In year 2 and thereafter,
annual procurements were below those of the
baseline policy. So, the increase in procurement
workload was one-time event, and was consis-
tent across the item populations. Policies devel-
oped by LMI for DLA moderate the year-1
procurement workload and spending.

AIRCRAFT-LEVEL ANALYSIS

The wholesale analysis complete, we
turned to examining the effect of changing the
wholesale ordering policy on parts shortages at
the end of the supply chain—the aircraft. An

aircraft rendered inoperable (“down”) for lack
of a part is said to be not mission capable due to
supply (NMCS); and the occurrence of a back-
order, or “hole,” at the aircraft level is referred
to as an NMCS incident. We proved that using
the Peak Policy at the wholesale level could
reduce NMCS incidents.

Because personnel at the aircraft level often
resolve an NMCS incident by cannibalizing a
part from other weapon systems or finding
other workarounds, we could not claim an in-
crease in actual readiness; however, it is DLA’s
job to make the required parts available, not to
assume its customers will work around parts
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Figure 10. Number of Procurement Actions by Year for C-5 Compromise Peak Policy.

shortages. For this reason, it was appropriate to
measure the effectiveness of the Peak Policy
through the increase in aircraft availability (the
percentage of the fleet not down for lack of a
part), ignoring workarounds. We called this
“no-cannibalization availability,” although
other workarounds are discounted as well.

We used populations of DLA items that
apply to three types of aircraft: the Navy’s E-2C
and F/A-18, and the Air Force’s E-3. For the
first two aircraft, we used items the Navy had
identified as first indentures (items removed
directly from the aircraft, as opposed to items
removed from a reparable component). First
indenture items served as proxies for items that
could ground the aircraft. For the E-3, we used
items that grounded the aircraft at some point
in the past. This analysis was not limited to
items that had a unique application to the sub-
ject aircraft—we included items common to
multiple weapon systems. Item populations,
and the Peak Policies developed for them, dif-
fer from those discussed earlier in “Wholesale
Analysis,” in which the goal was to show we
could produce a three-way performance
tradeoff.

From these three item populations, we built
wholesale demand histories and extracted spo-
radic-demand items (i.e., items with demand in
no more than 6 out of the first 10 quarters). We
then developed Peak Policies for each item
population using the first 5 years of quarterly
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item demand histories (from the beginning of
1995 through end of 1999). The goal of these
policies was to significantly reduce wholesale
customer wait-time, but keep inventory value
and procurement actions near the baseline.

Using a retrospective simulation, we re-
played demands for the first 5 years, employing
the baseline policy. We activated the Peak Policy
at the start of 2000, and allowed it to run for 2
years so that most of the assets from simulated
procurements could arrive. We passed each
items’ simulated wholesale assets (on-hand,
due-in from procurement, and backorders) and
wholesale levels (ROP and RO) as of the end of
2001 to a multi-echelon supply chain simulation
(a version of FINISIM that projects backorders at
the aircraft level). Another set of final wholesale
assets and levels, which were produced using the
baseline policy from the beginning of 1995 to the
end of 2001, was also passed to the multi-echelon
FINISIM for comparison. Figure 11 illustrates the
experimental design.

Simulation to . i .
develop Peak policy Simulate policy Multi-echelon
J warm-up _~~ simulation
| | | | i
f } | time
Start of 1995 Start of 2000
Start of 2002  End of 2002
Figure 11. Experimental Design for Aircraft-Level
Analysis.
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To examine the effect of Peak Policies on
DLA’s Navy customers, we chose four aircraft
carriers, two from the Atlantic Fleet and two
from the Pacific Fleet. The carriers and their
associated aircraft deckloads (for 2002) were

USS George Washington (4 E-2Cs, 36 F/ A-18s),
USS John F. Kennedy (4 E-2Cs, 24 F/A-18s),
USS Kitty Hawk (4 E-2Cs, 36 F/A-18s), and
USS John C. Stennis (4 E-2Cs, 36 F/A-18s).

We performed eight multi-echelon simula-
tions to examine the effect of Peak Policies on
the customer, one for each ship-aircraft combi-
nation.

For Air Force customers, we considered the
three permanent Air Force bases for the E-3:

e Elmendorff AFB
e Kadena AFB
e Tinker AFB.

Of these, only Tinker AFB had significant
demand for DLA-managed sporadic-demand
items in 2002, so we only performed a multi-
echelon simulation for that base. Tinker was
assigned 28 E-3 aircraft in 2002.

We analyzed backorders at the aircraft
using a daily, multi-echelon simulation for
2002. The lowest echelon of the supply chain
was the ultimate customer for parts in our
item populations—an aircraft fleet (i.e., one
or more squadrons). The next echelon up was
the local supply activity, or retail supply.
Above that, we modeled wholesale supply,
with the top echelon DLA’s vendors (i.e., sup-
pliers), which we treated as a single entity.

Figure 12 illustrates the simulation for the
Navy case.

Simulations for the other aircraft-ship com-
binations were similar. For the E-3, Tinker AFB
replaces the aircraft carrier in Figure 12. At the
retail level (Tinker AFB), other customers in-
clude demands from depot activities as well as
other aircraft based at Tinker AFB. At the DLA
level, other DLA customers represent whole-
sale demands from all locations other than
Tinker.

Consider the case of the E-2C squadron on
the John C. Stennis. We used Navy maintenance
data for parts required to replace items re-
moved directly from the E-2C to model re-
quests on the ship’s supply activity (from air-
craft to aircraft carrier in Figure 12). We also
used Navy maintenance data to model de-
mands from other repair activities competing
for the same parts (from other on-carrier cus-
tomers to aircraft carrier in Figure 12), to repair
another aircraft type on the same carrier, for
example. We emulated the Navy’s ordering
policy using their levels data; so, when assets
were low enough, FINISIM generated a simu-
lated order from the carrier to DLA. We mod-
eled competing wholesale demand, from cus-
tomers other than the Stennis, using DLA
requisition history data (from the other DLA
customers to DLA in Figure 12.) FINISIM then
generated simulated demands for parts from
DLA to its vendors. We measured performance
at the aircraft, aircraft carrier and DLA levels.

We assessed the effects of Peak Policies on
the aircraft in two ways:

FINISIM

1
1
1
NAVICP !
1

FIMARS: T
assets, rcra
ROs, and =P carer
ROPs

NALDA's

Vendors

DORRA
Other DLA
DLA s requisition

customers history DB

NALDA's

requisition - Aircraft requisition

history DB == order K history DB
Backorders/aircraft ip

NAVAIR NAVAIR

Figure 12. Structure of Multi-Echelon Simulation for Navy Customers.
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e We projected the average number of aircraft
down for lack of parts at a location by sim-
ulating the average number of outstanding
backorders at the aircraft level, and consid-
ered the resulting holes as uniformly distrib-
uted over the aircraft at that location. Any
aircraft with at least one hole was down for a
part (it was NMCS).

e We used our no-cannibalization availability
formula (shown below) to estimate the prob-
ability that a randomly chosen aircraft was
available at the location.

N
BO;
Ao = “(“mc)

i=1

where A, is availability, the percentage of the
fleet not down for a part,

N is the number of parts, BO; is the number
of backorders for part i,

and NAC is the number of aircraft.

Each factor in the product is our estimated
probability that an aircraft is not lacking a par-
ticular part. Treating holes for different parts
independently, the product of all such factors is
the probability of an aircraft not being down for
any of the subject parts.

For the F/A-18s on two carriers, changing
from the baseline to Peak Policy at the whole-
sale level reduced part shortages and increased
no-cannibalization aircraft availability. For the
George Washington, we reduced average out-
standing backorders from 6.35 to 5.36. Distrib-
uting the resulting holes uniformly over the 36
aircraft, we had an average of 6 aircraft down
with DLA’s baseline policy; we had an average
of 5 aircraft down with the Peak Policy, and the
no-cannibalization availability increased by 3
percent (i.e., the difference between availability
with the baseline policy and availability with
the Peak Policy, where each is computed using
Equation 1). On the Kennedy, the Peak Policy
reduced the average outstanding backorders
from 3.50 to 1.62—two fewer aircraft down due
to the lack of a part—and increased availability
by 7 percent.

We observed no change in backorders at
the aircraft level for F/A-18s on the other two
carriers or E-2Cs on any carrier (no positive or
negative effects). This was expected; after all,
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worldwide demand for the parts in question is
sparse, even over several years. This means
that, at any given customer location, only a few
parts are active in a single year. Although the
Peak Policy makes parts more available for a
population of items, taken as a whole, it does
not improve performance for every item—it
may not help the few active parts at one cus-
tomer location. Even if the Peak Policy in-
creases availability for certain parts at the
wholesale level, there is no guarantee any par-
ticular customer will benefit in a 1-year peri-
od—other customers may get the parts first,
which leaves no parts for the customer ana-
lyzed.

For the Air Force case, the Peak Policy
reduced average outstanding E-3 backorders
from 29.73 to 27.40 —a reduction of two holes.
(This excludes one part with extraordinarily
large demand in 2002; with this part in-
cluded, average outstanding backorders
would have been reduced from 104 to 85).
Using the baseline policy, we had 30 holes on
average. Distributing these holes uniformly,
all 28 aircraft were down (26 aircraft have 1
hole and 2 aircraft have 2 holes). With the
Peak Policy, the average number of holes was
27.4, so we can anticipate either one less air-
craft down or no improvement, depending on
whether the 27.4 represents 27 holes or 28
holes. In either case we reduced part short-
ages at the aircraft-level (as we saw in two of
the F/A-18 experiments) and no-cannibaliza-
tion aircraft availability, as defined by Equa-
tion 1, increased by 8.6 percent.

From this analysis, we concluded the Peak
Policy decreased the number of aircraft down
for lack of sporadic-demand DLA parts. In two
cases it was a decrease of one or two aircraft;
and in a third case, it was one less aircraft
down, but only for about half the time. In no
case did the Peak Policy increase the number of
aircraft down or parts shortages.

We believe the benefit of the Peak Policies
is understated, because we did not capture the
effect of making DLA-managed parts more
available for reparable item repair, which could
reduce holes for those items, as well.

Our analysis is significant in another way:
To the best of our knowledge, these were the
first experiments to model the effects of DLA
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wholesale supply policy on supply-oriented
readiness measures using realistic customer de-
mand. Modeling demand properly is critical to
accurately projecting performance. In previous
LMI experiments, wholesale backorders can be
too low (by as much as a factor of three) if
theoretical demand probabilities, rather than
empirical demand data, are used.

LIVE TESTING

In February of 2004, the DLA’s Defense
Supply Center, Richmond (DSCR), asked LMI
to develop a Peak Policy to improve support for
16,000 sporadic-demand items that apply to 15
key aircraft and engines. A joint effort involv-
ing DLA and the military services selected spe-
cific items for various fixed-wing aircraft (A-10,
E-2, E-3, EA-6B, C-5, F-15, F/A-18, and S-3),
helicopters (AH-64, CH-47, HH-60G, and UH-
60), and engines (F100 series, F404, and TF-39).

The Peak Policy we developed is projected
to reduce customer wait-time by 35 percent by
year 2 and by 60 percent in the longer term, all
while staying within DSCR’s guidelines for ini-
tial spending and number of procurement ac-
tions. Working with DSCR, we produced a
variant of the policy that could be implemented
within DLA’s ordering system, with similar
performance and cost parameters.

Starting in March 2004, DSCR began to im-
plement this revised Peak Policy, electing to
test it on C-5 items. Because many items have
procurement lead-times in the range of 1 to 3
years, we expect results of this test to begin
emerging by late summer of 2005.© Headquar-
ters DLA is also reviewing the Peak Policy for
possibly wider implementation.

CONCLUSION

We developed the Peak ordering policy for
items with sporadic-demand patterns, and a
simulation model that enables us to make
three-way tradeoffs between the resulting ser-
vice level, value of inventory, and procurement
workload. The ability to make tradeoffs—long
available for more frequently demanded
items—is new for sporadic-demand items. We
showed this capability enables us to produce

Peak Policies that reduce wholesale customer
wait-time by 20 to 45 percent while maintaining
or reducing wholesale inventory value and pro-
curement actions. We further demonstrated
that the Peak Policy can reduce parts shortages
at the weapon system level and reduce the
number of aircraft down for lack of a part.

After 7 years of development and review,
the Peak Policy is now mature enough for im-
plementation. A live test is underway, and
broader implementation is under consider-
ation.

NOTES

@ Peak Policy is a trademark of Logistics
Management Institute.
" Since this article was submitted for pub-
lication in 2004, DLA has replaced these
criteria with a minimum of 4 months out
of the last 12 with demand activity and a
minimum of 10 units demanded in the
last 12 months. Subsequent LMI research
has confirmed that the benefits reported
in this article are still obtained with the
new activity threshold.
DLA now sets the RO to the average an-
nual demand over the last two years and
the ROP to half of the RO. Again, we have
confirmed that this does not change the
benefits reported in this article by per-
forming additional simulation studies.
DLA is now using monthly data; again,
simulation studies confirm that the ben-
efits described here are still obtained.
The experiment effectively ended after
only a year and a half because most of the
subject items had migrated from DLA’s
legacy system to its new material man-
agement system under Business Systems
Modernization (BSM). Modest improve-
ment was noted during that limited pe-
riod, but there was not enough time to
see if the full benefit of the Peak Policy
could be obtained. DLA is continuing to
pursue Peak Policy implementation un-
der BSM.
f Now Aging Systems Program
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INTRODUCTION

The allocation of sensors is a significant
problem in surveillance, search, and track-
ing, with applications ranging from sea to
space. In this paper, we focus on a class of
sensors able to observe multiple areas of
interest, one at a time, with a uniform tran-
sition time. Sensors with these characteris-
tics could include loitering munitions, un-
dersea or underground robots, or satellites
with a focused sensor footprint. The wide-
spread development of low-flying un-
manned air vehicles and air-delivered mu-
nitions with extended flight times provides
the opportunity for these platforms to serve
as intelligence, surveillance, and reconnais-
sance (ISR) assets, pulling information from
the battlefield into the global information
grid. This paper provides tools for the anal-
ysis of these types of systems. The solution
methods presented in this paper might be
used to give unmanned air vehicles the
capability to make autonomous path plan-
ning decisions, or to help a mission planner
determine the number of target areas that
could be covered by a single ISR asset.

We consider a problem in which the
objective is for a single sensor to maintain
an estimate of a dynamic physical attribute
(e.g., position) of multiple targets. This re-
search builds on previous work by Tiwari
et al. (2005) and Yerrick et al. (2006). Tiwari
presents a feasibility criterion for a single
sensor to maintain a bounded estimate of
an attribute at n locations. Yerrick demon-
strates by simulation the feasibility crite-
rion presented in Tiwari and develops a
heuristic to find a good sensor motion
model given the dynamics of the system
under observation. This paper provides an
optimal sensor coverage solution for two
sensor motion models given a model of the
observed system’s dynamics.

PROBLEM DESCRIPTION

This paper considers a dynamic sensor
coverage problem in which there is only
one sensor available to cover n sites. Each
site is evolving, with site dynamics mod-
eled as a discrete time linear system. In our
model, the sensor maintains discrete time
Kalman filter estimates of each site, but the
sensor can observe only one site at a given
instant in time; e.g., the site on which the
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sensor is focused. A Kalman filter is a set of
mathematical equations that provides an
efficient computational means to estimate
the state of a process, in a way that mini-
mizes the mean of the squared error (Welch
and Bishop, 2006). In our paper, the state of
the process corresponds to the characteris-
tics of interest at the site under observation
by the sensor.

Physical realizations of this problem
could include estimating changing temper-
atures in a building complex or estimating
the pollution emission levels of a group of
manufacturing plants. In these examples,
the states of interest would be temperature
and emission levels, respectively. Figure 1
provides an illustration for a three-site sce-
nario. At the time instant pictured, the sen-
sor is focused on site three. In its current
position, the sensor can observe the charac-
teristics of site three, but cannot observe
sites one or two. In the next discrete time
step, we assume that the sensor can move
(or refocus) from site three to either of the
other two sites, or can maintain its current
position. At each time step, the sensor’s
processor can update its estimate of all the
sites. However, the estimates of the unob-
served sites are based only on the sensor’s
model of those sites. At site three, the up-
dated state estimate can be based both on
the model of the site’s dynamics and the
observations, or sensor measurements. The
optimal weighting of the model and the
measurements of the observed site is a pri-
mary function of the Kalman filter.

We assume no cost, or penalty, for sen-
sor movement. The measure of merit is the
accuracy of the state estimates maintained
for all three sites.

The changing attributes of each site are
modeled in the following manner. Con-
sider N independently evolving linear,
time-invariant (LTI) systems, whose states
x; are governed by the linear stochastic dif-
ference equation

Xir1 = Axg + wy (1)
with a measurement y;, given by
yk = ka + Ok. (2)

Matrix A in equation (1) models the dy-
namics of the system by relating the state at
time k to the state at time k + 1. Matrix C in
the measurement equation (2) relates the
state x; to the measurement y,. The random
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‘ Site 1

. Site 2

Site 3
L4

Figure 1. Three Site Example

variables w; and v, represent process and mea-
surement noise, respectively. We assume w;
and v, are statistically independent of one an-
other and that w, and v, are both Gaussian
random vectors with zero mean and process
noise covariance Q and measurement noise co-
variance R, respectively. We assume that A, C,
Q and R are time-invariant. In this paper, we
track only one attribute per site. Since all sites
are assumed statistically independent of other
sites, all the information related to the observed
system can be found on the diagonals of A, C,
Q, and R. For instance, all information regard-
ing the dynamics of site two would be con-
tained at A,, and Q,,. Here we follow the no-
tation of Welch and Bishop (2006) for Kalman
filters.

As stated earlier, a Kalman filter is a
method to estimate the state of a process. In our
paper, the state of the process corresponds to
the characteristics of interest at the site under
observation by the sensor. We assume we’re
given models of the process and the sensor.
Our task is to construct a sensor motion plan,
and then to evaluate that plan with respect to
the quality of the resulting state estimates.

The sensor’s position as a function of time
can be modeled as an independently and iden-
tically distributed (IID) random process or as
an ergodic discrete-time discrete-state Markov
chain. The ergodic property ensures the proba-
bility distribution of the sensor location always
converges to a limiting stationary distribution,
no matter the initial condition of sensor loca-

tion (Kleinrock, 1975). We will show that both
the IID model and the Markov chain model
have unique advantages. The IID model re-
quires fewer calculations to get a solution, but
there are problems (illustrated in the six-site
example below) that cannot be solved with an
IID sensor motion model, but can be solved
with the increased flexibility of the Markov
chain model. On the other hand, if the dynam-
ics of one site dominate the problem, so that the
sensor would need to spend more than one-half
its time at a single site, then the Markov Chain
sensor motion model cannot be used, at least
with the method presented here. The IID model
has no such restriction.

We assume that the sensor can move from
one site to another in one time iteration, can
make instantaneous measurements, and that
there is no cost associated with movement or
measurement. The Markov chain has transition
probability matrix T, where T}; is the probabil-
ity that the sensor will move to site j at time k +
1 given that the sensor is at site i at time k. The
ith diagonal entry of the transition probability
matrix, T;;, denotes the probability that the sen-
sor remains at site 7 at time k + 1 given that the
sensor is at site i at time k. We denote by ; the
steady-state probability of finding the sensor at
site i. We assume that the sensor is focused on
exactly one site at each time step, so that Z;
m = 1.

Tiwari et al. (2005) provides conditions to
determine whether the coverage problem is
solved for both the IID and Markov sensor
motion models.

1) For the IID case, the coverage problem is
solved if

n 1
St ©
Variable n is the number of sites and «; is the
eigenvalue of A associated with site i. Under
the assumption of statistically independent
sites, «; is simply the diagonal element A;;.

2) For the Markov case, the sensor solves
the coverage problem if all of the following
conditions hold:

1-m(2 - Tii)

1
- <a—i2,z€{1,2,...,n} (4)
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Note that the right hand side of (4) is constant
since site dynamics are known. The left hand
side, however, can be determined only after the
transition probability matrix is constructed.
Note also that the states of an ergodic Markov
chain are recurrent, so that there are no absorb-
ing states and thus no m; = 1; see Kleinrock
(1975) for definitions of these terms.

Yerrick et al. (2006) uses Tiwari’s feasibility
inequality (4) to construct a performance indi-
cator (PI,) for each site i

1- 771‘(2 - Tii)

1_777'

Plizaf( ),ie{l,z,...,n}

)

The performance indicator is constructed so
that the smaller PI,, the more effective the ob-
servation of site i. If PI; < 1, site i is said to be
stable; otherwise, it is unstable. The term “un-
stable” here means that the site is changing so
fast that the sensor’s processor cannot maintain
an estimate of the conditions at that site. In the
vocabulary of the Kalman filter, the difference
(as a function of time) between the estimated
state and the true state is unbounded. Stated
another way, the present sensor motion plan
(described by 7 and T), cannot solve the prob-
lem.

Noting that 1 <2 — T; = 2 for all T};, and
ignoring the relationship between 7; and T;;, we
obtain the following;:

1- k'ﬂ',)

1_771'

PI[: O(,z(

ie{1,2,...,n},ke{1,2} (6)

This simplification makes it clear that increas-
ing ; decreases PI;, which agrees with the in-
tuitive notion that increasing the sensor time
allocated to a site increases the likelihood that
the site will be stable. Clearly, increasing sensor
coverage at one site reduces the coverage time
available for other sites. Since our purpose is to
construct a transition probability matrix that
makes all the sites stable, we define the follow-
ing objective function:

. 1-m2—-Ty
mlmmlze{ max (af(l)ﬂ 7)

€12, . .} - T
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In the section that follows, we develop
methods to construct sensor motion strategies
that are optimal with respect to this objective
function.

OPTIMAL SOLUTIONS FOR THE
SENSOR MOTION MODEL

Case I: Sensor Motion
Independently and Identically
Distributed

The IID case can be modeled using the
Markov chain framework; e.g., for a three-site
problem,

T=| m m m;

m Ty T3

8)

M T 77'3]

Since in the IID case T; = m; the objective
function (7) can be rewritten as

. [ (a?(l - m(2 - 771)))}
min{ max

€12, . . 1-m

=min{ max (o*(1—m))} (9)

i={1,2,. . .n}

The performance indicator for sitei € {1, 2, .. .,
n} can be changed to

PI, = o?(1 — ). (10)

Based on the observation that the maxi-
mum of the objective function will be mini-
mized when the performance indicators for all
sites are equal, we set the ith performance in-
dicator equal to the n™ performance indicator:

ai(l —m) = an(1 — m,). (11)

This leads to the relationship

L=m _ (“)2 (12)

(1 - 7Tn) a Qa;

Summing both sides of equation (12) and solv-
ing for , gives:
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m=1+ . (13)

Solving equation (12) for m; and using the value
of m, from equation (13) provides the remain-
ing values of 7, as shown in equation (14).

o, 2
m; = 1+ (77”_ 1)(a> ’

1

i=1{1,2,...,n—1} (14)

We now have the steady-state fraction of
time that the sensor should spend at each site.
For the IID case, m also contains the optimal
sensor motion strategy: at each time step, no
matter the current location, the sensor should
move to site 7 with probability ;. This strategy
will ensure the steady-state coverage that is
optimal with respect to our objective function.

Case II: Sensor Motion Modeled as
a Markov Chain

a. Finding the Appropriate Equilibrium
Probabilities from the System Dynamics

When our sensor motion is modeled as a
Markov chain, we have two tasks. First, to find
the optimal fraction of time to spend at each site
(), and then to find a transition probability
matrix T that will lead to the optimal steady-
state coverage. This sensor motion model is
more flexible, because we can consider the sen-
sor’s current location in the sensor movement
strategy. However, the analysis is more com-
plex. We begin with the assumption that sys-
tem dynamics do not vary dramatically from
site to site, so that no one site dominates the
sensor’s attention. Specifically, we assume that
no element of mis greater than one-half. In this
scenario, it’s reasonable to assume that the di-
agonal elements of T are zero, so that the sensor
will never stay at one site for two consecutive
time steps. In other words, once a current mea-
surement is obtained at a site, it will always be
advantageous to obtain a measurement at a
different site, especially since there’s no cost
associated with sensor movement.

With the diagonal elements of T set to zero,
the objective function (7) can be simplified.

az‘z(l —2m)
min{ max [(———|;. (15)
et N\ LT

The performance indicator for site i € {1, 2, .. .,
n} becomes

a?(l —2m)

Again reasoning that the maximum of the ob-
jective function is minimized when the perfor-
mance indicators for all n sites are equal, we set
the performance indicator for site i equal to the
performance indicator for site n.

(a%u - 2m>> B (aiu - 2m,)

1_771‘ 1_7771

) (17)

Then, solve for m; for the first n — 1 site loca-
tions:

o
7Ti:1_ 2

o
2(a — a?) + —

1—m,
Vi={1,2,...,n—1}. (18)

Using equation (18), we obtain an expression
for the sum over all

n n—1 2
A

2771‘:2 1- : 2

«

i=1 i=1 2 2 n

2(ai_an)+1_ﬂ_
n

+ 7,

(19)

We also know that Zi_; m; = 1. Therefore, we
have

n—1 a_Z
1
E 1- 2 +m, = 1,
i=1 2 2 n
Z(ai_an)+1_7r
n

(20)

a single equation with a single unknown (,,).
However, equation (20) is a complex function
of m,, thus not directly solvable; i.e. m, cannot
be directly derived from this equation. To de-
termine 1, we propose the following procedure
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(essentially a structured trial-and-error ap-
proach).

First, assign an arbitrary value to m,, such
that m, = p, 0 < p = 0.5. Note from equation
(19) that 2!, m; is a monotonically increasing
function of mr,, thus we can systematically in-
crease p if 27_; mm; < 1 or decrease p if 2_; m; >
1. We use the following equation for steps 1-3
below, which is equation (18) with m; and m,
replaced by 6; and 6,, respectively.

2

a;

01’ =1- 2 s
2(a? — a?) + i
i n 1— en

Vi={1,2,...,n—1} (21)

ALGORITHM 1: Obtain the = vector

Step 1: Assign 0, = p, where 0 < p = 0.5.

Step 2: Solve for 6, i = {1,2,...,n — 1}.

Step 3: If 271 6, <1, then 7w, = p = 1.1 p.
Else, m, = p = 0.9 p.

Step 4: Solve for m;, i = {1,2, ..., n — 1},
using equation (18).

, (p—p

Step 5: Define k = STRp———

Step 6: While: 2L, m; — 1| > ¢, (e < 1)

Execute:

1) Set m, = p.

2) Solve for m;, i =
equation (18).

3) Setp=p+k(1—-ZL m)

{1, 2, ..., n — 1}, using

b. Finding an Appropriate T from the Equilib-
rium Probabilities

Using the computed equilibrium probabil-
ities, here denoted ., the next step is to
find a transition probability matrix that will
yield these steady-state probabilities. The rela-
tionship between the equilibrium probabilities
and the transition probability matrix, which can
be found in Kleinrock (1975), is

w=al (22)

Even with the diagonal elements of T set to
zero, there are still more unknown elements in
T than linearly independent equations available
to solve for the elements of T, so that there
exists an infinite number of T matrices that will
satisfy equation (22). Our goal is to find one.

Military Operations Research, V12 N2 2007

First, we consider the three-site case, and
then generalize our findings to the n-site case.
The assumption that the diagonal elements are
zero is the key to the derivation of the transition
probability matrix for the three-site case. First,
define T as in equation (23):

0 T, 1-Ty,
T=| Tn 0 1-Ty |. (23)
T31 ]. - T31 0

It can be shown that there exist elements of
matrix T, 0 = Ty,, Ty, T31 = 1, such that the
associated Markov chain is both irreducible
and aperiodic (proof omitted). It follows that
the convergent probabilities can be calculated
using the following set of equations, obtained
by expanding equation (22).

Tyymy + Tymy = m (24)
Tipm + (1= Ts)my = m, (25)
(I =Typ)m+ 1 —Ty)m=m; (26)

Equations (24-26) represent a linear system for
which an infinite number of solutions exist,
since there are three unknowns (T4, Ty, T31)
and only two linearly independent equations.
Therefore, we need to fix one of the variables
(T4,, Ty, or Ty;) before we can solve the system.
We choose to fix T;,. Using equations (25-26),
we derive the following relationships.
my, + (T3 — 1)
T, = 2+ (Ts )7 27)

1

(1= Ty)m — T3
T, = (28)

T

Note that equation (27) is a linear increasing
function of T5; and equation (28) is a linear
decreasing function of T,;. The definition of
(transition) probabilities implies that 0 = T,,
Ty1, T3 = 1. Combining all these relationships
allows us to derive the upper- and lower-
bounds given in Table 1 for the feasible values
of T,

Without loss of generality, assume 0 <
m =1 = my < 1. Then m, — m3/m < 0 and
T — 3/ m < 0, making the lower-bound 0. For
the upper-bounds, we see that m,/m > 1, and
hence, is redundant. The last upper-bound, in
contrast, is not redundant, since U
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Table 1. Bounds for the feasible values of T,5.

Lower Bound Upper Bound Source
0 1 Definition
T2~ T e 27)

m ™
m — T3 m + m = (28)

T Kt

T+ T — s . .
= T = 1. Next, we further investi-
gate U to define the feasible region of T;5,.

We've already assumed that no element of
7 is greater than one-half. However, for com-
pleteness, note that if 5 > 0.5, then U < 0. The
proof is trivial as w5 > 0.5, so w3 > m + .
Otherwise, i.e., m3 = 0.5, the feasible region of
T,, is a non-empty interval, with T, € (0, U =
1].

Consequently, given the optimal limiting
probabilities 0 < m = m, = w3 < 0.5, we can
calculate U and then set T;, = kU, for some 0 <
k = 1. Using equations (25-26), the remainder
of the transition probability matrix can be pop-
ulated easily.

In the three-site case there are three inde-
pendent variables (T;,, T»;, T5), but in general
the number of independent variables is n(n —
2). This means that instead of having to fix one
variable as in the three-site case, n> — 3n + 1 of
the independent variables must be fixed in the
n-site case, which makes a mathematical solu-
tion problematic. Therefore, a computational
method is used for the n-site case.

Here we present a brief outline of the algo-
rithm for the n-site case, with details provided
in the MATLAB" code in the appendix. Using
MATLAB” V7.0 on a laptop computer with a
1.73 GHz processor, calculating the desired
equilibrium probabilities and finding a suitable
transition probability matrix for fifteen sites
took an average of 0.1 seconds. Both the objec-
tive function values and the run times for the
method presented here are superior to results
obtained in our previous research using a scat-
ter search heuristic for similar cases (Yerrick et
al. 2006).

ALGORITHM 2: Populate the T matrix

Step 1: Use ALGORITHM 1 to calculate the
equilibrium probabilities, . Let each row in T

be the equilibrium probabilities, as in equation
(8).

Step 2: Set each element on the diagonal of
T to zero, and normalize each row so that every
row sum is one.

Step 3: Find the equilibrium probabilities
(T oicuiated) @ssociated with the current T.
Tealculated — Tdesired T/ where T desired A€ the eqUi-
librium probabilities derived from the system
dynamics using equations (13-14).

Step 4: The desired equilibrium probabili-
ties (7 ,sireq) are subtracted from the calculated
probabilities: d = _,1c10000 — Taesirea 14 15 @ (1 X
n) vector]

Step 5: Update matrix T. Each row of T is
updated by subtracting row vector d.

Step 6: The process is repeated from Step 2
until the sum of the absolute value of the ele-
ments of d is less than some predetermined
threshold.

The solutions for both the three-site and
n-site cases for the Markov sensor motion
model are based on the assumption that system
dynamics do not vary dramatically from site to
site, so that no site requires more than one-half
the sensor’s attention. We specifically assumed
that m,, = 0.5 (recall that we can always number
the sites so that site n has the fastest dynamics)
and that the diagonal elements of the transition
matrix are zero. If the dynamics at site n dom-
inate so that 7, > 0.5, then the Markov sensor
motion model cannot be used, at least with the
method presented here. The development of
methods for this case is the subject of further
study. If the sensor’s position as a function of
time is modeled as an independently and iden-
tically distributed random process, then the
methods presented in this paper can be used with
no limitation on the stationary probabilities.

EXAMPLES

Two examples are provided: a three-site
case and a six-site case. Solutions are provided
for both cases. The three-site case illustrates
that the IID model requires fewer calculations
than the Markov chain model. However, the
three-site case also shows that the increased
flexibility of the Markov chain model can pro-
vide a superior solution. The six-site case pro-
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vides an example for which no IID sensor mo-
tion solution exists; the Markov chain strategy
is required to obtain a solution.

Example 1

In this three-site example, we have the fol-
lowing scenario: a single unmanned aerial ve-
hicle (UAV) is tasked to track the emission lev-
els of a certain chemical from three exhaust
outlets in a manufacturing complex. The ex-
haust outlets are physically positioned in the
form of an equilateral triangle, so that UAV can
travel between any two outlets in one time step,
and the measurement of the emission level is
essentially instantaneous as the UAV flies di-
rectly over the exhaust outlet. Based on studies
of similar manufacturing processes, we assume
that the dynamics of the three sites evolve ac-
cording to the model:

0 120 O
0 0 1.30

A:

1.10 0 0 ]

1: IID method: the equilibrium probabilities
that minimize the objective function in (9) are
obtained by first using Equation (13) to calcu-
late

a3 = 1.00 + (1.00 — 3.00)/((1.30/1.10)?
+ (1.30/1.20)* + (1.30/1.30)?)
= 1.00 + (—2.00)/(1.40 + 1.17 + 1.00)
=1.00 — 2.00/3.57 = 1.00 — 0.560
= 0.440.
This result is then used in Eq. (14) to obtain
m = 1.00 + (0.440 — 1)(1.30/1.10)?
=0.218 and
m, = 1.00 + (0.440 — 1)(1.30/1.20)?
= 0.342.

We now have 7 = [0.218 0.342 0.440]. The as-
sociated objective function value is calculated
using (9),

Military Operations Research, V12 N2 2007

max (1.10%(1.00 — 0.218), 1.20*(1.00 — 0.342),
1.30%(1.00 — 0.440) =
max (0.947,0.947, 0.947) = 0.947.

For this problem, the optimal IID strategy is as
follows: at each time step, no matter the current
location, the sensor should move to site one
with probability 0.218, to site two with proba-
bility 0.342, or to site three with probability
0.440. This strategy will ensure the steady-state
coverage that is optimal with respect to our
objective function.

2: Markov method: the equilibrium proba-
bilities that minimize the objective function in
(15) are obtained using Algorithm 1. To get
started, we select p = 0.500 and & = 0.001. Note
that the user has flexibility in selecting these
values.

Step 1: set 6; = 0.500.

Step 2: using (18), we obtain 6; = 0.500 and
6, = 0.500.

Step 3: since the summation is greater than 1,
we set m3 = p = 0.9 p = 0.450.

Step 4: using (18), we obtain m; = 0.427 and
m, = 0.440.

Step 5: k = (0.450 — 0.500)/((0.427 + 0.440 +
0.450) — (0.500 + 0.500 + 0.500)) = 0.274.
Step 6: perform until the 7 vector converges.

The remaining iterations are summarized in
Table 2.

As shown in Table 2, the resulting equilib-
rium probability vector is given by 7 = [0.294
0.338 0.368]. A transition probability matrix
leading to this steady-state coverage can be
obtained by using Algorithm 2. Once again, we
select an error threshold € = 0.001. In Step 1, we
initiate a matrix using the equilibrium proba-
bilities found above. Steps 2—6 are performed
iteratively until the resulting error is less than

Table 2. Calculations with Algorithm 1

Iteration m T, s 3w
1 0.427 0.440 0.450 1.318
2 0.285 0.331 0.363 0.979
3 0.295 0.338 0.369 1.002
4 0.294 0.338 0.368 1.000
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the selected threshold. The calculations are
shown in Table 3.
The resulting transition probability matrix
is
0 0.449 0.551

T=1 0.391 0 0.609 |,
0.440 0.560 0

which yields an objective function value of
0.706, a 25% reduction from the objective value
obtained by the IID method. Although the IID
method requires fewer calculations, it appears
that the increased flexibility inherent in the
Markov sensor motion strategy allows superior
coverage of the three sites. Note that the opti-

Table 3. Calculations with Algorithm 2

mal Markov strategy depends on the current
sensor location. For example, if the sensor is
currently focused on site one, it should move to
site two at the next time step with probability
0.449, or to site three with probability 0.551. If,
however, the sensor is focused on site two, it
should move to site one with probability 0.391,
or to site three with probability 0.609.

Example 2

In this six-site example, the scenario is as
follows: a satellite can view six locations of a
region by redirecting its sensor while maintain-

Iter.  Site T (raw) T (normalized) Tgesived  Tealeulated d Error
1 1 0.000 0338 0368 0.000 0478 0.522 0.294 0.321 0.027  0.055
2 0.294 0.000 0368 0444 0.000 0.556 0.338 0.337 —0.001
3 0.294 0338 0.000 0466 0534 0.000 0.368 0.341 —0.027
2 1 0.000 0479 0548 0.000 0.466  0.534 0.294 0.307 0.013  0.028
2 0417 0.000 0.583 0417 0.000 0.583 0.338 0.339 0.001
3 0.438 0535 0.000 0450 0.550  0.000 0.368 0.354 —0.014
3 1 0.000 0465 0548 0.000 0.459 0.541 0.294 0.300 0.006  0.015
2 0.404 0.000 0597 0404 0.000 0.59 0.338 0.340 0.002
3 0438 0548 0.000 0444 0556 0.000 0.368 0.361 —0.007
4 1 0.000 0457 0548 0.000 0455 0.545 0.294 0.297 0.003  0.008
2 0.398 0.000 0.604 0.397 0.000 0.603 0.338 0.339 0.001
3 0438 0555 0.000 0441 0559  0.000 0.368 0.364 —0.004
5 1 0.000 0453 0549 0.000 0.452 0.548 0.294 0.295 0.001  0.004
2 0395 0.000 0.607 0394 0.000 0.606 0.338 0.339 0.001
3 0439 0557 0.000 0440 0560  0.000 0.368 0.366 —0.002
6 1 0.000 0451 0550 0.000 0451 0.549 0.294 0.295 0.001  0.002
2 0.393  0.000 0.608 0.393 0.000 0.607 0.338 0.339 0.001
3 0439 0559 0.000 0440 0.560  0.000 0.368 0.367 —0.001
7 1 0.000 0450 0.550 0.000 0.450  0.550 0.294 0.294 0.000  0.001
2 0.392  0.000 0.609 0.392 0.000 0.608 0.338 0.338 0.000
3 0439 0559 0.000 0440 0.560  0.000 0.368 0.367 —0.001
8 1 0.000 0450 0.551 0.000 0.449 0.551 0.294 0.294 0.000  0.000
2 0.391 0.000 0.609 0.391 0.000 0.609 0.338 0.338 0.000
3 0440 0560 0.000 0440 0560  0.000 0.368 0.368 0.000
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ing geosynchronous orbit, but can only view
one location at a time. The time required to
redirect the sensor is one time unit, and the site
measurements are instantaneous once the sen-
sor is in position. The goal is to find both IID
and Markov sensor motion strategies that will
best track the arrivals or departures of targets at
each location. Site dynamics are given by:

A

oo ooo

L 1.24 |
To check to see if the coverage problem can be
solved with the IID method, we use inequality
(3) and find that, since the left hand side is not
greater than five, the coverage problem cannot
be solved with an IID sensor motion strategy.

1 1 1 1 1 1
1062 71072 1102 T a2 T 1 T 1o

~4.79 <5

Using the Markov method, the equilibrium
probabilities that minimize the objective func-
tion (15) are = = [0.103 0.116 0.151 0.171 0.198
0.261]. A transition probability matrix that
leads to this m vector is given by

T

0 0.113 0.154 0.181 0.220 0.332
0.100 0 0.157 0.184 0.223 0.336
0.105 0.121 0 0.192 0.233 0.349
0.109 0.124 0.169 0 0.240 0.358
0.114 0.130 0.177 0.207 0 0.372
10.131 0.149 0.202 0.235 0.283 0

~

which yields an objective function value of
0.995 < 1, indicating that all sites are stable. In
this example, the increased flexibility of the
Markov sensor motion strategy is required; i.e.,
the sites cannot be successfully observed unless
the sensor motion strategy at each time step
accounts for the current position of the sensor.
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SUMMARY AND FUTURE WORK

This paper presents methods for finding
optimal sensor coverage given a model of the
dynamics of an observed system. These meth-
ods might be used to give unmanned air vehi-
cles the capability to make autonomous path
planning decisions, or to help a mission planner
determine the number of target areas that could
be covered by a single vehicle. Results are pre-
sented for a single sensor using two sensor
motion strategies. We demonstrated that both
the IID model and the Markov chain model
have unique advantages. The IID model re-
quires fewer calculations to get a solution, but
there are problems that cannot be solved with
an IID sensor motion model, but can be solved
with the increased flexibility of the Markov
chain model. Conversely, if the dynamics of
one site dominate to the extent that the sensor
would need to spend more than one-half its
time at that site, then the Markov Chain sensor
motion model cannot be used, at least with the
method presented here. The IID model has no
such restriction. The results presented here
build on feasibility criteria developed by Tiwari
et al. (2005) and computational techniques de-
veloped by Yerrick et al. (2006).

All of our work to date is based on stochastic
sensor motion strategies. These strategies have
the inherent advantage of being less predictable
to an observant enemy, with the disadvantage
that there is some non-zero probability that a
particular site will not be observed in any number
of consecutive steps. This suggests that determin-
istic motion strategies may be desired in some
cases. The development of such deterministic
strategies is one area for future research.

Other areas for future research include for-
mulations that consider multiple sensors or re-
lax one or more of the underlying assumptions;
e.g., statistically independent sites, uniform
transition times, no cost of movement or mea-
surement, or time-invariant models of system
dynamics and measurement.
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APPENDIX

(y 44 34 % 3% % %
o

% Step 1: Let each row in T be the
equilibrium probabilities
for i=1:numberOfSites
for j=1:numberOfSites
T(i,j) = piDesired(j);
end
end
0/0>(->(->(->(-*>(->(->(-
%Step 2: Each element on the diagonal of T is
made to be zero, and
%all elements in each row are normalized so
that each row sums to
Y%0one
%Each diagonal element equal to zero
for i=1:numberOfSites
T(@,i) = 0
end
%Normalize elements in each row so that
rows sum to one
Ttemp=T;
for i=1:Sites
rowsum(i)=sum(T(i,:));
end
for i=1:numberOfSites

for j=1:numberOfSites
Ttemp(i,j) = T(i,j)/rowsum(i);
end
end
0/0**3(-3(-****
%Step 3: Equilibrium probabilities of the
current T are found
%using piCalculated = T*piDesired
piCalculated =piDesired*Ttemp;
()/0********
%Step 4: Desired equilibrium probabilities are
subtracted from
%calculated equilibrium probabilities :
d=piCalculated — piDesired
d=piCalculated-piDesired;
()/0********
dsum=sum(abs(d));
while dsum > .0000000000001
%Step 5: New T is found : New T = Old T
—d
for i=1:numberOfSites
for j=1mumberOfSites
T(3j) = Ttemp(i,j) — d(j);
end
end
(yo********
%Step 6: Process is repeated until the sum of
the absolute
%value of d is less than some predefined
epsilon
%Make the diagonal elements zero
for i=1:numberOfSites
T(@1,1)=0;
end
%Normalize elements in each row so that
rows sum to one
Ttemp=T;
for i=1:numberOfSites
rowsum(i)=sum(T(i,:));
end
for i=1:numberOfSites
for j=1:numberOfSites
Ttemp(i,j) = T(i,j)/rowsum(i);
end
end
piCalculated =piDesired*Ttemp;
d=piCalculated-piDesired;
dsum=sum(abs(d));
end
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ABSTRACT

his paper develops upon the work by
I Kaplan and Kress (2005), which con-

siders the operational effectiveness of
suicide bomber (SB) detector schemes.
Here, we consider the optimal placement of
detectors in a threat area where the poten-
tial targets are known. The threat area is
divided into grids for the purpose of our
analysis and can have several entrances.
We assume that a SB would detonate at a
potential explosive grid centroid. The num-
ber of individuals near every potential ex-
plosive grid is assumed to be given by a
spatial Poisson process, with the density
being a function of the specific potential
explosive grid. It is assumed that the SB
would take the shortest path from one of
the entrances to the grid centroid where
he/she intends to detonate. SB detectors
are not perfectly reliable, with the probabil-
ity of detection being a function of how
long the SB would stay in the effective de-
tection area. We choose the objective of
minimizing the expected number of casu-
alties. The problem is formulated as a non-
linear integer program and properties are
derived to gain insights into the model as
well as to develop efficient solution meth-
ods. Later, a greedy adding heuristic and a
branch and bound algorithm are proposed.
A base case is analyzed to illustrate the
application of the model. We also perform
a sensitivity analysis for a number of key
factors as well as an investigation of the
performance of the greedy heuristic proce-
dure.

INTRODUCTION

Kaplan and Kress (2005) analyze the
operational effectiveness of suicide bomber
(SB) detector schemes. There, they consider
two urban environments where SBs attack.
The first environment is a grid model
which presumes a layout of blocks sepa-
rated by street and sidewalk. The second
environment is a plaza model where the
potential circular targets with radius 7 are
distributed in accordance with a spatial
Poisson process. They discuss the expected
number of casualties under two different
possible interventions. The first interven-
tion is to instruct the individuals to flee and
the second one is to hit-the-deck. They con-
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clude that under some situations, interven-
tion may even increase the expected num-
ber of casualties.

We develop upon the work of Kaplan
and Kress by considering SB detector place-
ment in an environment where these detec-
tors are not assumed to be fully reliable. We
draw upon constructs/concepts from geo-
metrical probability (c.f. Larson and Odoni
(1981)) and from location science (c.f.
Drezner and Hamacher (2002)) to do this.
The framework we adopt is a combination
of the grid and plaza models in Kaplan and
Kress. We assume that there are several
entrances and that the whole area is di-
vided into grids, with some of them
blocked, i.e., representing obstacles. We as-
sume that we know the list of potential
targets, that is, the set of grids where a SB
would prefer to detonate. A grid in this set
is called a potential explosive grid. The dis-
tribution of individuals near every poten-
tial explosive grid is assumed to be spatial
Poisson, with the density being a function
of the specific potential explosive grid. We
assume that the SB would walk directly
from an entrance to the chosen potential
explosive grid. While doing so, he/she can
not cross any blocked grids.

We assume that a SB detector is not
perfectly reliable and that the probability of
detection depends on how long the SB
would stay in its effective detection area.
The problem we consider is how to place
SB detectors such that the expected number
of casualties is minimized.

The paper is organized as follows. In
the next section, we define the basic setting
and develop the corresponding optimiza-
tion model. The Properties Section derives
several properties of the model. The Algo-
rithms Section focuses on solution tech-
niques, a greedy adding heuristic and a
branch and bound algorithm. The Base
Case Section contains a base case to illus-
trate the problem formulation. Computa-
tional analyses are presented in the Com-
putational Analysis Section. Finally, our
conclusions and future work directions are
stated.

Basic Modeling

We assume that the threat area is rect-
angular and is divided into m X n grids,
given by theset G = {j;j =1,2,..., mn}and
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as shown in Figure 1. Entry into this threat area
is possible through an entrance, where the set
of entrances L is a subset of the set of boundary
grids E. We let | = |L| and label the entrances as
1,2,...,1L

To model physical obstructions, we allow
grids to be of two types. The first is a blocked
grid through which the SB can not travel and in
which no threatened individuals are present.
The second is an unblocked grid through which
SB travel is permitted and in which threatened
individuals can also be present. Let B C G be
the set of all blocked grids, and U = G\B be the
set of unblocked grids.

We assume knowledge of potential grids
that the SB would like to attack. This set S C U
is referred to as the set of potential explosive
grids. Near every potential explosive grid j € S,
threatened individuals are potentially present
in accordance with a spatial Poisson process of
density A;.

A SB uses entrance k and attacks potential
explosive grid j with probability v, Hence,
Y =0,Vk=1,..., L j€ESand I, Djes ¥y =
1. Our analysis assumes knowledge of these vy
values. Later, we perform a robustness analysis
across a range of y values in the Computational

Analysis Section. A fundamental assumption
we make is that the SB can not detect a detector,
i.e., the detectors are perfectly concealed.

The SB can walk directly from a grid center
to another grid center provided that this
straight line path does not intersect with a
blocked grid. In other words, the SB attempts to
travel on the straight line path from their cho-
sen entrance k to their selected explosive grid j.
If this straight line path intersects one or more
blocked grids then they choose a shortest path,
which consists of a sequence of straight line
segments connecting grid centroids such that
each such segment is nonintersecting with the
set of blocked grids. To find such a path, we
apply a shortest path algorithm (e.g. Dijkstra’s
Algorithm (Dijkstra, 1959)) from k to j using an
inter-grid distance matrix whose entries are ei-
ther (i) infinity if the straight line path between
the two grid points intersects one or more
blocked grids, or (ii) straight line distance.

We assume for the sake of simplicity in
presentation that the shortest path from k to j is
unique and is labeled as P;;. The analysis is
readily extendable to the situation of non-
unique paths provided we make the assump-

../4....7/.7..
///%

/

% %
au| S| ° '//' ¢ '//A'zn

Figure 1. The area with m X n grids (The shadow grids are blocked).
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tion that the SB randomly selects one of these
paths.

We assume that grid centers for unblocked
grids are potential detector placement points,
and that the effective detection radius is 7, as
determined by the National Research Council
panel (NRC, 2004). As in Kaplan and Kress, we
define timely detection as detection such that
there are at least 10 seconds remaining before
the SB reaches his/her targeted explosive grid.
Assuming a walking speed of 1 m/sec, this
converts to a distance of 10 m from the target.

Let Ni(j) be the set of all non-blocked grids
from which a detector can timely detect the SB
while on path P,;. To construct the set Ny(j), we
first identify all grids i such that the distance
from i to the nearest point on path Py; is less
than 7. For each such i we then see if the first
point of detection on path Py; is at least 10 m

away from j. If not, we remove 7 from the set.
This first point of detection is easily obtained by
constructing a circle of radius 7 centered in grid
i and observing its intersection with path Py;.
For simplicity in presentation, for the rest of the
paper we will write SB detection when we
mean timely SB detection.

Now, we give an example to show how to
obtain the set Ni(j) geometrically. In Figure 2,
we assume that every grid is 10 m X 10 m and
7= 10 m. In this example, the entrance 1 is grid
3 and the explosive grid is grid 36. The shortest
path from entrance 1 to grid 36 is 3 — 9 — 36.
From the graph, if the center of the grid is within
the detection zone which is defined as the set of
all unblocked points from which a detector can
timely detect the SB while on the shortest path, it
belongs to the set Ny(j). Thus, in this example,
N;(36) = {3, 9, 15, 16, 22, 23, 29, 30, 35}.

[ ] L ] [ ] [ ]

31 33 34 35

/ (

[ ] [ ] [ ] [ ]

25 27 28 30
[ ] [ ] [ ] / [ ] [ ]

19 20/ 22 23 24

14 15 16
115,1,36

[ ] [ ] [ ]

7 8 9 / 11 12
[ ] l [ ] [ ]

1 2 3 4 5 6

Figure 2.
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We do not assume that the detectors are
perfectly reliable. For every i € Ni(j), let py;
represent the probability of detecting the SB
while traveling on path Py;. To calculate p;;, we
focus on the portion of path P;; which is at least
10 m away from j. We label this sub-path as Py;.
We now calculate the length of the section of Pk]
which is within 7 distance from i, [;;. These
calculations are similar to those discussed in
Batta and Chiu (1988) for routing of a vehicle
carrying hazardous materials. If the entrance k
lies in the circle centered at grid i with radius 7,
we will extend the first segment of P;; to inter-
sect with the circle when calculating ;.

As in Przemieniecki (2000), we assert that

pij =1 — e M, (1)

where 7 is the detector’s instantaneous detec-
tion rate. For the example shown in Figure 2,
given that n = 0.06, we have that p;5,3, =1 —
o 006x15.833 _ () 613

By the definition of Ni(j), we can restrict
our detector placements to belong to the set T =
Uy ; Ni(j)- Since the determination of detector
placements is our primary motive, we define,
for each j € T, a binary variable x; as follows:

1 if there is a detector placed
X = in the center of grid j,
0 otherwise.

We assume that there is at most one detector
placed at a grid.

The expected number of casualties given
that the SB detonates at grid j, C,, is given by
Equation 2 in Kaplan and Kress. Thls is needed
for our objective function and is explained in
the Base Case Section.

Consideration of detectors allows us to per-
form a suitable intervention, i.e., when a detec-
tor alarm goes off, an action can be taken. The

Timely detected
SB

Not timely detected

specific action we consider is that of neutraliz-
ing the SB. We assume a success probability of
0 for this action. Other interventions (e.g., in-
structing individuals to flee and hit-the-deck)
are not considered in this paper because these
are demonstrated to be ineffective in many
cases by Kaplan and Kress. Figure 3 gives a
breakdown of possible events.

We now focus on constructing the objective
function. Our fundamental assumption is that
the detectors work independently. The proba-
bility of non-detection along path P; is

Pr{NDy} = [ (1 - py)",

iENK(j)

in which case the resultant number of expected
casualties is C;. If detection occurs (with prob-
ability 1 — Pr{ND,}), there is still a chance of
non-neutralization resulting in (1 — 0)C; ex-
pected number of casualties. Given the y,; val-
ues which specify the probabilities of using a
specific entrance k and targeting a specific grid
j, we get the total expected number of casualties
as:

> 21—

k=1 jes

iENK(j)

Pii)“Civiil-

(2)

We note that the first term of (2) is a con-
stant and hence can be dropped from the per-
spective of optimization of detector placement.
Furthermore, we let W, be equal to 6C;y;.

For the optimization problem to be mean-
ingful, we need to restrict the total number of
detectors, M, to be placed. The problem can
then be stated as the following nonlinear binary
integer program:

Successfully neutralized

Not successfully neutralized

Figure 3. All possible events related to a SB.
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!
(P) Min } > Wi [T a- pi)"

k=1j€S  iENK())
L=<
st 2G=M,
jEeT

X E{0,1},VET.

PROPERTIES

In this section we develop a series of prop-
erties with the following goals in mind:

e Improved confidence level when using im-
plicit enumeration;

e Better insight into the model and develop-
ment of an alternative heuristic; and

e Dominance results that reduce the problem
dimension/feasible set.

Implicit Enumeration Related
Properties

The linear relaxation of (P) is:

!
(Pr) Min X > W, [] 1 —py)*
k=1jes  iEN))

> =M,

jer

O=x=1VjeT

s.t.

Clearly, (P;z) is a convex program, which im-
plies that we can obtain an optimal solution for
(P;r) using well known algorithms (e.g., se-
quential quadratic programming (SQP) ap-
proach (Boggs and Tolle, 1996)).

Model Insight and Heuristic
Development

Here, we just state two simple properties
without proof. Our first property establishes
that all detectors will be deployed, when pos-
sible. The second property focuses on the situ-
ation where we have just one entrance and one
potential explosive grid. The result is used in
the development of a greedy heuristic in the
Algorithms Section.
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Property 1. If [T| = M, 2,7 xf = M in the
optimal solution X*.

Property 2. Suppose there is only one en-
trance k and one potential explosive grid j. For
the situation where [N,(j)] = M, we have x}'= 1
for every i € Ni(j) in the optimal solution X*.
For the situation [Ny(j)| > M, an optimal solu-
tion X* is found by setting to 1 the first M
elements in the set N(j) when it is arranged in
decreasing order of py;.

Dominance Results

We first provide a grid dominance defini-
tion which allows us to eliminate some poten-
tial detector locations.

Definition 1. Consider two grids 1 and v. If
Pukj = Poij for all k, j pairs and p,,; > py for at
least one k, j pair, we say that grid u dominates
grid v.

Theorem 1. If grid v is dominated by grid u,
x; = x;; in an optimal solution.

Proof. (By contradiction) Consider an opti-
mal solution X*, in which x}; > x. Since both x,,
and x,, are binary variables, we have that x} = 1
and x;, = 0. According to the definition of dom-
inance, just by letting x7*= 1 and x%* = 0 and
keeping values of other decision variables the
same as X*, we obtain another feasible solution
X** which has a smaller objective function
value than that of X*. That contradicts with the
fact that X* is an optimal solution.

Corollary 1. If grid v is dominated by at
least M grids, x; = 0 in an optimal solution.

Proof. Suppose that x; = 1 in an optimal
solution X*. According to Theorem 1, x}, = 1 for
all those grids # which dominate grid v. That
solution does not satisfy the constraint 2y
X, =M, which is a contradiction.

Corollary 2. If there exists one grid which
dominates all other grids and M = 1, we will
locate one detector in that grid in an optimal
solution.

Proof. Suppose we do not locate one detec-
tor in that grid, according to Theorem 1, we
have X;cr x; = 0 in the optimal solution. That
leads to a contradiction.

As a special case of Corollary 2, if there is
only one entrance and several explosive grids
and the entrance grid dominates all other grids,
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we will place one detector in the entrance grid
in the optimal solution, given that we will de-
ploy at least one detector. This is intuitive.

ALGORITHMS

In this section, we propose a greedy adding
heuristic and a branch and bound algorithm to
solve (P).

Greedy Adding Heuristic

We propose a greedy adding heuristic to
obtain an approximate solution to this optimi-
zation problem. The idea of this heuristic is as
follows: we place the first detector in the grid
such that it will minimize the expected casual-
ties if we are allowed to deploy only one detec-
tor. Then we choose the second placement such
that the expected casualties is minimized given
that the position of the first detector is fixed.
We continue to follow this rule until we place
the Mth detector.

Greedy Adding Heuristic (GAH) Procedure:

e Step 1: The initial potential placement set is
P = T and initial placement set is Q = 0.

e Step 2: For every j € P, compute the total
expected casualties if we just place an addi-
tional detector at grid j. Then compute

i € argmin{j € P: total expected casualties
if an additional detector

is placed at grid j},
and let
P=P\i}and Q = QU {i\.

e Step 3: Check if |Q| < M, if yes, then go to
step 2, otherwise, Q represents the selected
detector placements.

We now investigate a special case where
the GAH procedure yields an optimal solution.
This is for the situation where none of the sets
Ni(j) intersect. More formally, the condition is
that for all possible pairs of (k, j), N N(j) = 0.

Let ¢ be the number of distinct N(j), la-
beled as 1, 2, ..., g leta,, = Wi for the mth
Ni(j); let h,, be the number of elements in the
mth Ni(j) set; and g, be the p;; value for the

nth element in the mth Ni(j) set. With this no-
tation in place, we recognize that (P) is reduced
to the following optimization problem:

g I
(A) Min E amn (1 - an)xmn
m=1 n=1
g I

s.t. E 2 Xin = M/

m=1 n=1

X € 10,1}, Vimn.

We therefore focus our attention on show-
ing that the GAH procedure solves (A) opti-
mally. To do this, we need to establish two
properties. The first is a greedy choice property
and the second is an optimal substructure prop-
erty (Cormen et al., 2001).

Lemma 1. Greedy Choice Property: Let x,,
be the first decision variable to be set to be 1 by
the GAH procedure. Then, there exists an op-
timal solution X* to (A) where x, = 1.

Proof. (By construction) Let X* be an opti-
mal solution of problem (A). If x, happens to
be 1, we are done. If x, = 0 in X*, then we have
two cases. In Case 1, there exists one rv such
that x, = 1, where v € {1, 2, ..., h,]\{s}. Case 2
considers the case where there does not exist
such a rv such that x}, = 1.

Since x,, is the first decision variable set to
be 1 by the GAH procedure, we have the fol-
lowing inequality

ar(]- - qrs) + 2 ay = ac(]- - ch)

k#r

+ > a, Y, d). (3)

k#c

For Case 1, let us construct another feasible
solution X**. The only difference between X**
and X* is that x7= 1 and x}, = 0 in X**. From
Inequality (3), let c = r and d = v, we have that
a(l —-gq,) =a, (1 — g,,). Thus, we have

a, [T (1-4,0"1 -q,)

ne{s,v}

=a, [ (1-4.)"0-4g,),

neds, v}

which leads to the conclusion that the objective
function value under X** is no greater than that
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of X*. Hence, X** is an optimal solution with
XiE=1.

For Case 2, suppose that in X* we have
xi, =1 whereu #rand t € {1,2,..., h,}. Let
us construct another feasible solution X'. The
only difference between X' and X* is that x;, =
1 and x;, = 0 in X'. In order to prove that X' is
also an optimal solution, what we need to
prove is that

auH (1 - qun)x:l + ar(l - qrs)

n#t

= aul_[ (]- - qun)%;’(l - qut) + ar/

n#t

that is,

aun (1 - qun)x;xqut = Aplrs - (4)

n#t

From Inequality (3), letc = u and d = t, we have
thata,(1 — g¢,,) +4,=4a,1 —q,,) + a, thatis,
Ay = 0,4, Since Hn#:t (1 - qmz)ml =1, (4) is
correct. Hence, in this case, X' is also an optimal
solution with x;, = 1. The result follows.

Lemma 2. Optimal Substructure Property:
If X* is an optimal solution to problem (A)
containing x}; = 1, then the remaining elements
of X* (with xJ; deleted) are optimal to the re-
maining optimization problem (A’):

hn

(A") Min 2 amH (1- an)xm +a,(l - qrs)

m#r n=1

H (1 - qm)xm

n#s
E Xy = M- 1/
mn#rs

Xum € 10,1}, Vmn # rs.

s.t.

Proof. (By contradiction) Suppose the remain-
ing X* with x7, deleted is not optimal to prob-
lem (A’). Then, there exists an optimal solution
X to (A’). By combining this optimal solution X
with x,, = 1, we obtain another feasible solution
to (A) with objective function value less than
that of X*, which is a contradiction.

Theorem 2. If for all possible pairs of (k,)),
N Ni(j) = 0, then the solution given by the
GAH procedure is optimal.

Proof. By combining the results of Lemma
1 and Lemma 2, the theorem follows.
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Branch and Bound Algorithm

Since the relaxation problem is a convex
nonlinear program, we can use a branch and
bound solution algorithm and obtain an exact
solution (Gupta and Ravindran, 1985).

To enhance the performance of the solution
method, we can use Corollary 1 of Theorem 1 to
check if a grid is dominated by at least M other
grids. If yes, we can eliminate the decision vari-
able associated with that grid. Moreover, ac-
cording to Theorem 1, we can add constraint
x, = x,, to the constraint set if we know that grid
v is dominated by grid u. By doing this, we
decrease the feasible space without eliminating
any optimal solutions.

BASE CASE

In this section, we will provide a base case
to illustrate the problem formulation and to
investigate the performance of the proposed
GAH procedure which is measured by the rel-
ative error. Our case is based on a 80 m X 80 m
study area, which is divided into 64 equal grids
of size 10 m X 10 m (see Figure 4). In Table 1,
we summarize the parameter values of our base
case. The values of the parameters 7, r and b are
chosen consistent with those in Kaplan and
Kress.

In this table, the target-area radius, individ-
ual base width and number of effective frag-
ments are needed to calculate the C; values
using Equation 2 in Kaplan and Kress which is
restated as follows:

C = 2T (1~ (1 + A
= A ( (1 + Abrye ™).

For this base case, we assume that the den-
sities near two explosive grids are equal and
that the probabilities v,; are equal for every
entrance and explosive grid pair. From the pa-
rameter values, we can obtain W,; for each (k, )
pair.

In the base case, the shortest paths from
each entrance to each potential explosive grid
are shown in Figure 4, which can be obtained
via some standard shortest path algorithm (e.g.
Dijkstra’s Algorithm). For example, the shortest
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Figure 4. The base case with 8 X 8 grids.

path from entrance grid 41 to grid 46 is 41 — 35
— 46.

After we obtain the shortest paths, we can
obtain the corresponding N(j) for each en-
trance and potential explosive grid combina-
tion. For example, here

N,(46)
={2,3,4,11,12, 20, 21, 28, 29, 37, 38, 45}.

For each i € Ni(j), we can obtain the cor-
responding /;;. Using Equation (1), we can ob-

tain all these p;; values. For example, I, 1 46 =
14.552. Thus, paj 146 = 1 — € 7210 = 0.582.
By using the GAH procedure, we will first
choose grid 30, then grid 37 and grid 59. The
corresponding objective function value is 27.98.
When we use the branch and bound algo-
rithm to solve this base case, there are [T| = [Uy ;
N(j)| = 47 decision variables if we do not use
dominance properties. By using the Corollary 1
of Theorem 1, we can eliminate some number
of decision variables. For example, grids 2, 4 are
dominated by grids 3, 11, 12, grids 16, 32 are
dominated by grids 22, 23, 24 and grids 61, 63
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Table 1. Base case parameter values

Parameter Description Value

B Set of blocked grids B = {13, 26, 31, 40, 43, 50}
L Set of entrances (labeled as 1, 2, ..., 8) L ={3,6,17,24, 41, 48, 59, 62}
S Set of potential explosive grids S = {28, 46}

M Number of detectors to be placed 3

Vi Probability that a SB enters from k and attacks j 0.0625

T Detector detection radius 10 m

n Instantaneous detection rate 0.06

A Population density near grid j Mg = Ay = 0.4 persons m >
0 Probability of successful neutralization 0.6

r Target-area radius 10 m

b Individual base width 0.5m

n Number of effective fragments %©

G Expected casualties if explosion is at j 37.32

are dominated by grids 53, 54, 62. Therefore, we
can eliminate decision variables x,, X4, X4, X32,
X1, Xg3- Furthermore, we can use Theorem 1 to
add some constraints to decrease the feasible
space. For example, 51, 52, 58, 60 are dominated
by grid 59. Thus we can add the following
constraints:

X51 = X59, X520 = X59, X58 = X59, X690 = X59.

When solved by a branch and bound algo-
rithm, the optimal solution is x5, = x5, = x5 =
1 and the corresponding objective function
value is 27.86. For this example, the relative
error of the GAH procedure is

B GAH Value — Branch and Bound Value
N Branch and Bound Value

2798 —27.86

27.86 =043 /o.

COMPUTATIONAL ANALYSIS

In this section, we will first perform sensi-
tivity and robustness analyses on the base case.
Later, we perform an experiment to illustrate
the performance of the GAH procedure.

Sensitivity and Robustness
Analyses

Here, we study the sensitivity due to base
case parameter value settings. First, we inves-
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tigate the effect of the number of detectors. As
shown in Figure 5, when we employ more de-
tectors, the expected casualties will decrease.
Moreover, the marginal benefit associated with
each additional detector is decreasing, which
makes sense intuitively.

Figure 6 illustrates the effect of detection
radius. The line shown in the figure is a piece-
wise convex function, where a detection radius
10 m represents a break point. When the detec-
tion radius increases from 6 m, the marginal
benefit is decreasing. But when the detection
radius hits 10 m, the marginal benefit increases
and later decreases.

Figure 7 illustrates the effect of the instan-
taneous detection rate. The trend makes sense,
since when the detection rate increases the de-
tector is more accurate, hence the expected ca-
sualties will decrease. Figure 8 illustrates the
effect of the target radius. When the target ra-
dius increases, the marginal destruction will
actually decrease.

We now consider a sample robustness anal-
ysis for the base case. In the base scenario, we
assume that all the v,; values are the same and
are equal to 0.0625. The optimal solution is:
X5, = Xy, = xz9 = 1. Here, we do one perturba-
tion on vy, We assume that vy,; = 0.055 + ¢,
where ¢ is a random term. The summation of
€ over all (k, j) pairs equals to 1 — 0.055 X 16 =
0.12. For the perturbation, we consider ten ran-
domly generated situations. The corresponding
Y values and the optimal solution for each
situation are summarized in Table 2. In this
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table, Situ represents situation. From this table,
we can see that 9 out of 10 situations have grids
22, 37, 59 as optimal placements. Thus we can
conclude that this placement set is a good
choice when deploying three detectors.

To further explore the robustness of the
sensor placements suggested in the base case,

we consider two other cases where the values
of v,; are randomly generated. For both these
cases, we perform a perturbation analysis and
assume that the summation of the random
terms is still 0.12. The results show that in all 10
situations the same optimal placements for sen-
sors are suggested.
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Performance of the GAH Procedure

In this subsection, we conduct a compu-
tational experiment to illustrate the perfor-
mance of the GAH procedure, while consid-
ering three factors. These are: (i) the number
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of entrances; (ii) the number of potential ex-
plosive grids; and (iii) whether or not we
have blocked grids. For the number of en-
trances and the number of explosive grids, we
consider 3 cases each. So, in all we have 3 X
3 X 2 = 18 combinations.
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Table 2. Robustness analysis with y;; = 0.055 + €

Vij Situl Situ2 Situ3 Situ4 Situ5 Situ6 Situ?7 Situ8 Situ9 Situl0
V1,28 0.063 0.067 0.071 0.067 0.058 0.063 0.058 0.058 0.060 0.066
V1,46 0.068 0.063 0.066 0.060 0.058 0.055 0.055 0.062 0.059 0.058
V2,08 0.061 0.067 0.069 0.066 0.060 0.055 0.069 0.069 0.064 0.063
V2,46 0.058 0.060 0.071 0.066 0.062 0.061 0.065 0.066 0.066 0.059
V3,08 0.068 0.064 0.063 0.063 0.063 0.064 0.063 0.061 0.064 0.060
V3,46 0.061 0.064 0.062 0.058 0.061 0.058 0.058 0.057 0.060 0.061
Vass 0.068 0.064 0.056 0.065 0.059 0.072 0.060 0.056 0.067 0.058
Va,46 0.066 0.056 0.062 0.063 0.064 0.057 0.061 0.063 0.060 0.059
Vs,28 0.062 0.066 0.060 0.063 0.063 0.070 0.064 0.065 0.063 0.066
Vs,46 0.062 0.068 0.055 0.061 0.063 0.055 0.062 0.062 0.058 0.066
Yeo,28 0.059 0.057 0.057 0.067 0.065 0.064 0.063 0.067 0.067 0.065
Yeo,46 0.056 0.068 0.061 0.059 0.064 0.060 0.068 0.056 0.064 0.068
V7,28 0.056 0.062 0.068 0.065 0.066 0.073 0.061 0.061 0.057 0.061
V7,46 0.067 0.056 0.061 0.056 0.065 0.058 0.066 0.069 0.064 0.068
V8,28 0.068 0.062 0.061 0.059 0.065 0.072 0.057 0.063 0.059 0.059
V8,46 0.057 0.057 0.057 0.062 0.065 0.062 0.070 0.067 0.066 0.062

Optimal Sol 22,37,59 22,36,37 22,37,59 22,37,59 22,3759 22,3759 22,3759 22,3759 22,3759 22,3759

The basic setting is shown in Table 3. In this
table, NE represents the number of entrances,
NEx represents the number of explosive grids,
EGs represents the set of explosive grids,
W/Wo represents with or without blocked
grids, BGs represents the set of blocked grids,
GSol represents the solution of GAH proce-

dure, GVal represents the objective function
value from the GAH procedure, GT represents
the running time (in CPU seconds) of the GAH
procedure, BBSol represents the solution from
the branch and bound algorithm, BBVal repre-
sents the objective function value from the
branch and bound algorithm, BBT represents

Table 3. Details of computational experiment

NE Entrances NEx EGs W/ BGs GSol GVal GT BBSol BBVal BBT RE
Wo
8 36,172441485962 3 222846 W 13,26,31,40,43,50 20,30,36 28.14 0.13 20,30,36 28.14 164 0.00%
8 36,172441485962 3 22,2846 Wo N/A 21,30,36 30.20 0.08 21,30,36 30.20 1146 0.00%
8 3,6,1724414859,62 2 2846 W 13,26,31,40,43,50 30,37,59 2798 0.07 22,3759 2786 172 0.43%
8 3,6,1724414859,62 2 28,46 Wo N/A 30,3744 30.00 0.08 30,3744 30.00 646 0.00%
8 36,172441485962 1 28 W 13,26,31,40,43,50 19,3044 27.29 0.04 19,30,44 27.29 28 0.00%
8 36,172441485962 1 28 Wo N/A 19,3044 28.76 0.07 19,3044 28.76 92 0.00%
6 3,6,24,33,59,62 3 222846 W 13,26,31,40,43,50 3,30,36 27.83 0.02 20,3044 27.74 234 0.32%
6 3,6,24,33,59,62 3 222846 Wo N/A 21,44,62 2921 0.05 3,6,44 29.09 435 0.42%
6 3,6,24,33,59,62 2 2846 W 13,26,31,40,4350 322,44 2630 0.02 3,2244 2630 163 0.00%
6  3,6,24,33,59,62 2 2846 Wo N/A 21,4462 29.12 0.06 20,2444 2880 743 1.13%
6  3,6,24,33,59,62 1 28 W  13,26,31,4043,50 3,22,44 2552 0.03 322,44 25.52 26 0.00%
6  3,6,24,33,59,62 1 28 Wo N/A 321,44 2711 0.03 321,44 27.11 82 0.00%
4 42473361 3 222846 W 13,26,31,40,43,50 4,30,33 25.93 0.03 24,34,61 25.59 97 1.35%
4 4243361 3 222846 Wo N/A 43233 2559 0.07 43361 25.59 79 0.00%
4 4243361 2 2846 W 13,26,31,40,4350 30,33,61 24.56 0.01 30,34,61 24.56 90 0.00%
4 4243361 2 2846 Wo N/A 433,61 2559 0.07 433,61 2559 101 0.00%
4 4243361 1 28 W 13,26,31,4043,50 4,32,61 2559 0.02 12,3461 2559 195 0.00%
4 4243361 1 28 Wo N/A 432,61 2559 0.01 42461 2559 126 0.00%
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the running time (in CPU seconds) of the
Branch and Bound algorithm, and RE repre-
sents the relative error of the GAH procedure.

From this experiment, we see that for 13
out of 18 combinations, the GAH procedure
obtains the optimal solution. For the other five
combinations, the relative error is very small,
never more than 1.5%. Furthermore, the run-
ning time of the heuristic is 3 or more orders of
magnitude smaller than that of the exact branch
and bound algorithm. We note that this signif-
icantly reduced running time is especially help-
ful to conduct robustness analysis of the type
discussed earlier in this section.

We now consider two situations where the
grid sizes are 5 m X 5 m and 25 m X 2.5 m,
respectively. For the first situation which has
256 grids, the GAH procedure only needs 0.52
seconds to obtain the solution. Even for the
second case with 1024 grids, the running time
for the GAH procedure is only 19.96 seconds.
The branch and bound algorithm is not able to
find an optimal solution for either of these sit-
uations even after several hours of effort. When
grid size gets smaller, the model is a closer
representation of reality but the dimension of
the problem increases dramatically. For such
cases, we can use the GAH procedure to obtain
a good approximate solution.

CONCLUSIONS AND FUTURE WORK

In this paper, we considered how to de-
ploy SB detectors in a threat area where the
potential targets are known. Based on a grid
model, we proposed an optimization model
where the objective function is the total ex-
pected casualties. We derived a series of
properties to gain a better understanding of
the model. Later, we developed two algo-
rithms (one heuristic, one exact) to solve the
corresponding model. We also presented a
base case study. Using this base case, we
illustrated both sensitivity and robustness
analyses of the model. Computational exper-
iments to verify the effectiveness of the heu-
ristic procedure were also developed.

In our model development we considered
just one type of detector. Actually there are
several kinds of detectors available in the mar-
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ket with different characteristics and costs. One
possible future direction is to consider how to
choose from different kinds of detectors, how
many for each kind to employ, and where to
site the different detector types.

In this paper, we assumed that the detec-
tors work independently. This assumption is
reasonable if the effective detection areas of
each placed detector do not substantially inter-
sect. For the case where these areas have sig-
nificant intersection, the joint detection proba-
bility should be considered. In particular we
note that the case of multiple sensors at a grid
would fall in this category. The use of data
fusion techniques to study the benefit of
fused reports from multiple detectors is sug-
gested as a way to address this modeling
enhancement.
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EDITORIAL POLICY

The title of our journal is Military Operations Research. We are interested in publishing
articles that describe operations research (OR) methodologies used in important military
applications. We specifically invite papers that are significant military OR applications. Of
particular interest are papers that present case studies showing innovative OR applications,
apply OR to major policy issues, introduce interesting new problem areas, highlight
educational issues, and document the history of military OR. Papers should be readable
with a level of mathematics appropriate for a master’s program in OR.

All submissions must include a statement of the major contribution. For applications
articles, authors are requested to submit a letter to the editor—exerpts to be published with
the paper—from a senior decision-maker (government or industry) stating the benefits
received from the analysis described in the paper.

To facilitate the review process, authors are requested to categorize their articles by
application area and OR method, as described in Table 1. Additional categories may be
added. (We use the MORS working groups as our applications areas and our list of
methodologies are those typically taught in most OR graduate programs.)

INSTRUCTIONS TO MILITARY OPERATIONS RESEARCH AUTHORS

The purpose of the “instructions to Military Operations Research authors” is to expedite
the review and publication process. If you have any questions, please contact Ms. Corrina
Witkowski, MORS Communications Manager (email: morsoffice@aol.com).

General
Authors should submit their manuscripts (3 copies) to:

Dr. Richard F. Deckro

Military Operations Research Society
1703 N. Beauregard St, Suite 450
Alexandria, VA 22311-1717

Alternatively, manuscripts may be submitted electronically in Microsoft Word or Adobe
Acrobat by emailing the manuscript and associated materials to richard.deckro@afit.edu
AND to corrina@mors.org.

Per the editorial policy, please provide:

authors statement of contribution (briefly describe the major contribution of the article)
letter from senior decision-maker (application articles only)

military OR application area(s)

OR methodology (ies)

Approval of Release

All submissions must be unclassified and be accompanied by release statements where
appropriate. By submitting a paper for review, an author certifies that the manuscript has
been cleared for publication, is not copyrighted, has not been accepted for publication in
any other publication, and is not under review elsewhere. All authors will be required to
sign a copyright agreement with MORS.

Editorial
Policy

and
Submission
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EDITORIAL POLICY AND SUBMISSION OF PAPERS

Abbreviations and Acronyms

Abbreviations and acronyms (A&A) must be identified at their first appearance in the text. The
abbreviation or acronym should follow in parentheses the first appearance of the full name. To help
the general reader, authors should minimize their use of acronyms. If required, a list of acronyms can

be included as an appendix.

TABLE 1: APPLICATION AREAS & OR METHODS

Composite Group

APPLICATION AREA

OR METHODOLOGY

I. STRATEGIC &
DEFENSE

Strategic Operations

Nuclear Biological Chemical Defense
Arms Control & Proliferation

Air & Missile Defense

II. SPACE/C41SR

Operational Contribution of Space
Systems

Battle Management/Command and
Control

ISR and Intelligence Analysis
Information Operations/Information
Warfare

Countermeasures

Military Environmental Factors

Deterministic Operations Research
Dynamic Programming Inventory
Linear Programming

Multiobjective Optimization
Network Methods

Nonlinear Programming

[I. JOINT
WARFARE

Unmanned Systems

Land & Expeditionary Warfare
Littoral Warfare/Regional Sea Control
Strike Warfare

Air Combat Analysis & Combat ID
Special Operations and Irregular
Warfare

Joint Campaign Analysis

IV. RESOURCES

Mobility & Transport of Forces
Logistics, Reliability, & Maintainability
Manpower & Personnel

Probabilistic Operations Research
Decision Analysis

Markov Processes

Reliability

Simulation

Stochastic Processes

Queuing Theory

V. READINESS &
TRAINING

Readiness

Analytical Support to Training
Casualty Estimation and Force Health
Protection

VI. ACQUISITION

Measures of Merit

Test & Evaluation
Analysis of Alternatives
Cost Analysis

Decision Analysis

Applied Statistics
Categorical Data Analysis

Forecasting/Time Series

Multivariate Analysis

Neural Networks

Nonparametric Statistics
Pattern Recognition
Response Surface Methodology

VI. ADVANCES
IN MILITARY OR

Modeling, Simulation, & Wargaming

Homeland Defense and Civil Support
Computing Advances in Military OR
Warfighter Performance and Social
Science Methods

Warfighting Experimentation

Others
Advanced Computing
Advanced Distributed Systems (DIS)

Cost Analysis
Wargaming

Length of Papers

Submissions will normally range from 10-30 pages (double spaced, 12 pitch, including illustra-
tions). Exceptions will be made for applications articles submitted with a senior decision-maker letter

signed by the Secretary of Defense.
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EDITORIAL POLICY AND SUBMISSION OF PAPERS

Format
The following format will be used for dividing the paper into sections and subsections:

TITLE OF SECTIONS
The major sections of the paper will be capitalized and be in bold type.

Title of Subsections
If required major sections may be divided into subsections. Each subsection title will be bold type
and be Title Case.

Title Subsection of a Subsection
If required subsections sections may be divided into subsections. Each subsection title will be
Title Case. Bold type will not be used.

Paper Electronic Submission with Figures, Graphs and Charts

After the article is accepted for publication, an electronic version of the manuscript must be
submitted in Microsoft Word or Acrobat. For each figure, graph, and chart, please include a
camera-ready copy on a separate page. The figures, graphs, and tables should be of sufficient size for
the reproduced letters and numbers to be legible. Each illustration must have a caption and a
number.

Mathematical and Symbolic Expressions
Authors should put mathematical and symbolic expressions in Microsoft Word or Acrobat
equations. Lengthy expressions should be avoided.

Footnotes

We do not use footnotes. Parenthetical material may be incorporated into a notes section at the
end of the text, before the acknowledgment and references sections. Notes are designated by a
superscript letter at the end of the sentence.

Acknowledgments
If used, this section will appear before the references.

References
References should be cited with the authors and year. For example, one of the first operations
research texts published with several good military examples (Morse & Kimball, 1951).

References should appear at the end of the paper. The references should be unnumbered and listed
in alphabetical order by the name of the first author. Please use the following format:

For journal references, give the author, year of publication, title, journal name, volume, number, and
pages—for example:

Harvey, R.G., Bauer, KW., and Litko, J.R. 1996. Constrained System Optimization and Capability
Based Analysis, Military Operations Research, Vol 2, No 4, 5-19.

For book references, give the author, year of publication, title, publisher, and pages—for example:
Morse, P.M., and G.E. Kimball. 1951. Methods of Operations Research. John Wiley, 44-65.

For references to working papers or dissertations cite the author, title, type of document, department,
university, and location, for example:

Rosenwein, M. 1986. Design and Application of Solution Methodologies to Optimize Problems in
Transportation Logistics. Ph.D. Dissertation. Department of Decision Sciences, University of Penn-
sylvania, Philadelphia.

Appendices
If used, this section will appear after the reference.
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